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Abstract

» The various Moore’s lavirendlineswill soon hit a
number of fundamental physical limits.

- E.g, the fundamental thermodynamic linkg (n 2) on
entropy generated per irreversible-@iasure event.

* Any possiblmanocomputing technology based on the
usualirreversiblelogic paradignmustobey this limit!

— And it directly limits computer performance perupower.

* To continue poweperformance improvements beyonc
the next 2630 years will require a neaomplete
migration to a mostlyeversiblecomputing paradigm.

— This is, by definition, th@nly possible alternative!

» The Reversible Computing Project at UF & FSU is
developing integrated CMOS/MEMS chips to
demonstrate the practicality of reversible computm
nearterm, ultralow-power applications.

4 FLORIDA H

ABSTRACT: Moore's Law will hit a fundamental brick wall ioughly 20 years (if not sooner), as device sizes
approach the nanometer scale, and bit energies concurrentlgﬁgpprlower bound of ~100 kT required for
reliability. As one consequence, a 100W processing node withgHé8 (as exist today) could never run faster than
~2.4 THz if these bit energies are to be entirely dideghon each cycle into a room-temperature environmeitg. N
that this represents only about 10 doublings (or 15-20 Moore'y&ars) in power-performance beyond present-day
processors.

Moreover, not only standard CMOS, but also *any possitd&tonomputing technology that
remains based on the traditional "irreversible” computingdigm suffers from this same sort of constraint on power
performance. Irreversible logic, by definition, reliescontinual erasure of old logic outputs, overwriting therwi
new ones. The energy dissipated per bit-erasure can bede¢duteless than ~.7kT, even in the best case of a
degenerate nano-device in which the erasure is carriadeoaih isothermal compression of the phase space.

CIear(I}/, in order for there to be any hope of continuinggreperformance improvements beyond
the near future, we need to seriously consider what Is, byitdef, the only possible alternative to irreversible
computing: reversible computing. In reversible computing, wedhpute* unwanted bits, rather than erasing them,
which allows us to carry out bit transitions adiabaticaldyballistic processes, with losses potentially <<kT.
Reversible computing imposes some overhead in termsiofagiware complexity, but it *improves* overall
system cost-efficiency whenever the cost of energy, aeding constraints, are dominant limiting factors on
performance. Moreover, cooling becomes an increasinghgstt limiter of moderately tightly-coupled parallel 3D-
mesh computations, as the problem size increases.

Contrary to some widespread myths, reversible comlputirhgtek)no laws of physics, nor does it
render computer design inordinately more difficult. Conversittraditional logic designs to mostly-reversible ones
can be mostly automated, although hand-optimization caadhieve even higher efficiency in many cases.
Reversible computing does require high-Q ballistic deviwesrry out most energy transfers, and in the SRC-funded
reversible computing project at UF, we are presentfigdéng custom RF MEMS resonators to serve this rolean-ne
term reversible CMOS processors.

BIO: Mike Frank's studies of reversible computing begahénworld's first nanotechnology
class, taught at Stanford in 1988 by the pioneer K. Erigl®ren 1995 at MIT, Mike designed one of the first
universal DNA computers, and found it had to be reversiblufatamental thermochemical reasons. Turning to
more practical electronic technology, Mike and his felktudents created the world's first fully-reversible preces
in CMOS VLSI: Tick, Flattop, and Pendulum. Since gradudiiog MIT in 1999, Mike has been working at the
University of Florida to construct the foundations of a wisgipline of Nanocomputer Systems Engineering that
takes rteversible computing into account. He also teaclesesoon computer architecture and the physical limits of
computing.
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The literal statement of Moore’s Law is that the temof transistors per chip doubles
every 18-24 months. As we can see from the data in this shrece the first planar
transistors were fabricated in 1959, the number of tramsiper chip in processors has
increased on average by 57% per year, which correspondiotdobng every 18
months on average.
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Of course, this trend is enabled by exponentially decrgdasansistor sizes. In this chart
derived from the 1999 ITRS roadmap, we see that since 1959 wedwechalfway (in
orders of magnitude) between the thinkness of a humamhaithe size of an atom. If
the trends continue we will hit atom size by about 204@pclsarly we cannot scale
functional devices below that point. In order for tistts's per unit area to continue
increasing, we will have to start building up layers of devin the 3 dimension. But
this leads to serious problems in getting rid of waste heat.



Trend of Minimum Switching Energy
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In fact, the only reason that the waste heat hage'hla severe problem already is that
transistor switching energies have also been decreasingemtally as devices get
smaller. Here we see minimum energy data derived tie '99 ITRS roadmap. Itis
expressed in terms of the room-temperature thermal gnghich also corresponds
roughly to the number of bits worth of entropy that amneegated when that energy is
dissipated to heat. Of course, it is an absoluteiogytdnat we will never be able to
encode a bit of logical information in less than 1 bitsth of physical information, so
this line absolutely must level off at 1 bit's worth otegy or .7 kT. However, this
energy need not lmissipated- instead it can be recycled, that is the point of aloér
computing. If we don'’t recycle it, then the curve walvél off, and power-performance
can't improve any further. In fact, the past trend afrdasing energy hasn’'t been fast
enough to keep power dissipation from becoming an increasingeprobl
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This chart from Intel illustrates how the actual powssipation of microprocessors has

been trending upwards over the decades. It is not unoortoday to see newly

released microprocessors with power dissipation levelsin excess of 100 Watts! If
the energy trend levels off, these curves will increass more steeply if we continue
increasing processor performance as quickly as we haveib¢he past, and we don'’t
decrease the fraction of bit energies that is decreagleedach operation, which is what

we want to do in reversible computing.




Landauer'y1961) Principle. Anticipated by
The Minimum Energy Cost of Bit Erasure’ o oomann
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Back to the physical limits on computing now.

Let's give an example of the reasoning behind one of tledgBonships
between fundamental physics and information processihg ohe is the motivation
for reversible computing and was discovered in 1961 by|Ruolflauer of IBM research.
Landauer considered the minimum possible physical engepgration that might
result from the erasure of 1 bit of known informatigkithough Landauer used a more
involved argument, the drawing here suffices to prove histpdihere are 2 possible
logical states of the bit in question, together witmemumbeN of distinguishable
physical states of the rest of the computer, for a tdtaN distict states of the entire
machine. The unitary, one-to-one nature of time evoluti@uantum mechanics
guarantees that the number of distinct states of a¢lsgstem is exactly conserved.
Therefore, after the logical bit is erased, therestife2N states of the machine. There is
the same total amount of variability, but it now maisteside in the rest of the machine.
If the information is not logically present, it mus in the form of unknown physical
information, or entropy. Since the number of statéberest of the machine was
multiplied by 2, the amount of entropy (which is the latdgan of the state count) is
increased by an addition of log 2. A log 2 amount of enti®y 2) times as large as
Boltzmann’s constarkt. To releasé(In 2) entropy into an environment at temperaflire
requires committingT(In 2) energy to the environment, by the very definition of
temperature. Thus, information erasure ultimately irsgieninimum energy
expenditure proportional to the temperature of the enviesimNote that cooling the
system to a low temperature T can not help since themnmust still eventually get
out to the environment, incurring a dissipation of k Im2es the temperature of the
environment.



Reliability Bound on Bit Energy

* To reliably store (latch) a bit of data with lekar 1 errorn N

repetitions requires that:
— In the equilibrium microstate distribution, when latapithe umber of
accessible microstates leading to the correct statedlne iould beN

t|mes the number leading to the incorrect bit value.
O There should baAE = k;TIn N energy difference betweestoragecell
states having the correct and incorrect bit values, airtiesof latching, in a
device at temperature
— This follows directly from théoltzmanndistribution.
« If and whernthis energy getdissipatedby the device, this would lead to an
characteristic entropy increaseA$= logN = kg In N.

« Example: Reliability factor ofN=10?7 (1 error in a 1@device
processor running for ~30 years at 1 GHz)
— Associated entropyog 17 = kg In 1077 = 62k, = 8.6<1022 J/K
Energy that must be dissipated into a rebi800 K) environment:
Kks(300K)In 10?7 = 2.6x10*° J(or 260zJ). Sounds small, but
If this much energy were dumped by each device at a frequéic@Hz,
the total power dissipated by the entiré-d@iévice processor ig \W.
Can have at mogt million such processors within a 1 MW power budget.

Maximum speed: ¥10?* devicecyledsec., or 40 EFLOPS
e Assuming 1 FLOP requires 100,000 deviyeles.

Here is another even more imminent limit on bit eresghat will apply if traditional
switching techniques are used. This is the bound due to themkzch bits reliably in
the presence of thermal noise. The Boltzmann distobybr appropriate quantum-
statistical distribution) determines the minimum egedigference between two states in
order for their probabilities of occupancy to differ byieeg factor. If this energy
difference is dissipated to heat when erasing a bitJe¢hds to a corresponding amount
of dissipation of kT In N, where N expresses the numb&tohing operations that can
be performed in between errors. For example, aaygdiesirable error rate of 1 in40
leads to an entropy generation of about 60k which corresporafi® zeptoJoules or
about 1.6 electron volts. This sounds small, but it I¢@ads absolute minimum of ¥
Watt of power for a billion-transistor processor shihg at a Gigahertz. This translates
to a maximum power-performance of only about 40 TFLOPS\&t assuming each
FLOP takes 100,000 such latching operations.



Reliability Bound Example

 Store a bit by raising an energy barrier to isolate

electrons on aancisland (w. discrete spectrum).
— Probability of trapping an extra electron in a @hE
is 1/(1+e\EKT) = e2AEKT  (FermiDirac distribution.)

Fermi level
Fermi sea
/\/ Semi-
occupieq
cell

Large reference node 1 _
Fermi level }AE
k Fermi SEZJ barmier

Nano-node

Here we imagine raising a potential energy barrier y&ag nearby electrode, or via
introducing a spatial gap between conductors) betweenascele island an a large
reference electrode. If the island is small its epspectrum will be discretized (it will
be a quantum dot) and we can consider storing bits incithigpancy numbers of
individual single-electron states or “cells” as | ¢cakm. (Actually there would be two
degenerate cells at each energy level, one spin-uprensipmn-down, although we could
do level-splitting using a magnetic field if we liked.) Argpyy if the cell in question
ends up with energy delta-E above the Fermi leveh the Fermi-Dirac distribution
tells us its probability of occupancy. If we wantedibe unoccupied and it turns out
occupied, this is an example of a thermal noise erdgain we see delta-E has to be
order KT In N if 1/N is the probability of error.



What Exactly Does this Imply?

* The reliability bound indeed lowdsounds the
energy difference between correct and incorre
statesat the time that a bit is first stored
— The “simple, dumb” way to erase a bit is to remove

the barrier, which dumps this energy on the floor...

» But, this is not the only possible way to erase ¢
bit. ThekT In N energyneed nobe dissipated.
— More cleverly designed erasure mechanisms can

reduce the energy dissipation to approach the von
NeumanrLandaueibound ofkT In 2
arbitrarily closely, without sacrificing reliabiit

Ct

=

This slide speaks for itself.
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Cheap Bit Erasure

Relatively high occupancy

Step #0:Initial state: We have a stored bit

Step #1:Apply a bias force to the storage cell to lowerdh#'s
energy level to match the reference node’s Ferveille

Here’s an example of how we do it. Suppose we havé wite a relatively high
probability of being occupied that has an energy of deltel&ive to the Fermi level. If
we just lowered the barrier we would dissipate order KY gnergy. But instead, we
first apply a bias force to the island (with a nearlegteode) so as to align the energy of
the cell in question with the Fermi level of the refem electrode. Then...

11



Cheap Bit Erasure, cont.

Step #2:Lower the potential energy barrier; cell Iower
Ot‘:cupancy equilibrates w. Fermi surface (50%‘[“9r
K U ne ng
Step #3:Gradually up-bias the cell energy; this isotherma

compresses the electron gas out of the cell.  tunneling

Gradually
bias cell
upwards

isolate the now almost-certainly-unoccupied cell. AE
\ Ise\ ..

...we lower the barrier enough for tunneling to occur througi fitis randomizes the
cell contents but does not dissipate any energy exceghtha bit's worth of known
information in the bit now becomes entropy, if it wead entropy already. Now, we can
un-bias the cell, allowing its energy to gradually returtheoprevious high level. If we
do this slowly enough so that there is non-negligible éling through the barrier, the
cell occupancy will stay at equilibrium with the stataitside. At the end, the cell
occupancy will be at a low value due to the Fermi-Diratrithution, at which point we
re-raise the barrier to stop tunneling and lock it mthis process we have effectively
isothermally compressed the electron gas into thelsnmiase-space volume available
to it when the cell is excluded. This is equivalent®isothermal compression step in
the Carnot cycle. The adiabatic theorem of quantum nmézhguarantees that such a
process dissipates asymptotically zero energy in the disrthe process is performed
more slowly. So, the only free-energy loss wahedtep where our bit was
randomized — in this step, 1 bit’s worth of entropy was gerd. As we compress this
entropy out of the system it must go to the externalrenment and so we must
dissipate kT In 2 energy to the environment in order tchdo t

Entropy
generated
AS—KglIn 2

12



Reversible Computing

» A reversibledigital logic operation is:
— Any operation that performs an invertible (elosone)
transformation of the device’s local digital state.
» Landauer'sorinciple only limits the energy efficiency of

ordinaryirreversible(manyto-one) logic operations.

— Reversible logic operations can dissipate muchdassgy,
 Since they can be implemented in a thermodynamicallgrsibleway.

* In 1973, Charles Bennett (IBM Research) showed how
any desired computation can in fact be performéugus
onlyreversible operations (with no bit erasure).

— This opened up the possibility of a vastly morergpefficient
alternative paradigm for digital computation.

» After 30 years of sporadic research, this ideaally

approaching the realm of practi¢gaiplementability..
— Making it happen is the goal of tRevCompproject at UF.

Now, can even this KT In 2 energy dissipation be avoidedaan, but only if we avoid
losing track of known bits and thus turning them into entropig can avoid this if we
stick to reversible operations only, which transformltoal digital state in a one-to-one
fashion. Bennett of IBM showed in '73 that doing thissloet preclude you from still
doing any desired digital computation, although it does asa@lgorithmic complexity
(in device-cycles) in some circumstances. Todaydea is finally starting to near the
realm of practicality, and that's what we’re tryingdo in our project — show that it’s
practical for near-term applications.

13



Adiabatic Circuits

* Reversible logic can be implemented using fairlgioary
voltagecoded CMOS VLSI circuits.

— With changes to the logigate/circuit architecture.

» We avoid dissipating circuit node energies when
switching, by transferring charges in adiabatic(lit.
“without flow of heat”) fashion.

— l.e, asymptotically thermodynamically reversible.
» There are many designs for purported “adiabaticutis

in the literature, but most of them contain fatahs.
— Many designers are unaware of (or accidentallytéarheet) all
of the requirements for true thermodynamic revaisib

In our project, we implement reversible computing usiaditonal CMOS devices, in a
technique known as Adiabatic Circuits. There has bdend literature on this subject
since the early 90’s. (It first started being explorethe '80s.)



Conventional Logic is Irreversible

» Logic gate behavior (upon receiving new input):
— Performs marpyo-one transformation of local state!
— [0 required to dissipatz kT, by Landauer principle
— Incurs%2C\? energy dissipation in 2 out of 4 cases.

Transformation of local state:

_ Just before After
Static CMQOS Inverter: transition: transition:

in_out in out
o<1 ©»

D7

It is important to realize that even traditional doesne Boolean operations such as
NOT are many-to-one as they are traditionally impletee, because they overwrite
their last output on every cycle. So with an invenidren a new input comes in but the
output has not yet had time to change, there ard\ybfigfossible states of the device.
The operation of this device compresses the logica stsce down to only two stable
states. So, we know that at least 1 bit’s worth afogytneeds to be generated in this
process. In fact it is the two transitions that geathe output bit that are dissipative; ¥2
CV? energy is dissipated in these cases.

Example:

15



Conventionals.Adiabatic Charging

For charging a capacitive lo&lthrough a voltage swinyg

« Conventional charging: < ldeal adiabatic charging:

— Constant voltage source — Constant current source
Q=CV Q=CV
— W
v —|C | R = C
— Energy dissipated: — Energy dissipated:
By =3CV° E =|2Rt=Q2R=CV2E

diss t t

Note: Adiabatic beats conventional by advantage fa&teit/2RC.

So now, what is the difference between conventiondlaaiabatic charging.
Conventionally we switch a bit by connecting it to a canstoltage reference node at
the desired voltage. It is easy to show that 22 €\érgy is dissipated in this process,
where V is the voltage difference and C is the nodecitree. This is independent of
the resistance of the switch or the speed of theiti@ms In ideal adiabatic charging, we
use a constant-current source instead, and then tlgatiss through a resistive
charging path scales down as the charging time is inct¢asee the current is
decreased, and the power goes down as the square afitdetc So you can see that
the power is less than conventional by the fazgRRC.

16



Adiabatic Switching wittMOSFETSs

* Use a voltage ramp to approximate_IT/_g
an ideal current source:

e Switch conditionally, 1{
if MOSFET gate voltage 7
V, > V+V; during ramp. 1

» Can discharge the load later using a similar ramp.
— Through the same, or a different path.

t> RC = E;. — CVZR_C Exact formula:

t Eye =S+ sle”* -1)cv?
L givenspeed fraction
- 3CV s:= ROt

Athas '96, Tzartzanis ‘98

I<RC=E

diss

Now, in practice we approximate the ideal current souragsing a variable voltage
source that ramps up between two voltage levels otmreat. This gives
approximately the same result. These variable-voltagelsi are what we need our
external resonator for.

17



Requirements for True Adiabatic Logic

Avoid passing current through diodes.
— Crossing the “diode drop” leads to irreducible igiation.

Follow a “dry switching” discipline (in the relaingo):

— Never turn on a transistor wh¥fg # 0. Important
— Never turn off a transistor wheégs# 0. < but often
» Together these rules imply: neglected!

— The logic design must be logically reversible
— Transitions must be driven by a quérsipezoidal waveform
* It must be generated resonantly, with high
Leakage power should also be kept manageable.
— Because of this, the optimal design point wdknecessarily
use the smallest devices that can ever be manugattu

Now, in order for a logic circuit to be truly adiabatyou have to follow certain rules.
First, never pass current through diodes, so, you hawto kipolar transistors, for
example — field-effect transistors only! Next, you hawéollow a “dry switching”
discipline as the old relay electronics people usedItdt.cdo prevent sparking and
corrosion on contacts, you never turn on a switchrvthere is a voltage across it, and
never turn it off when there is a current through itanyl of the so-called “adiabatic”
circuits you find in the literature actually break thews® rule and so are not truly
adiabatic. Anyway, together these rules imply thatlbgic design has to be reversible
(since there is no way to erase information undelethesstraints), and it also turns out
you need a voltage waveform that has flat tops androset{® quasi-trapezoidal)
because otherwise you'll never be able to turn off msistor since there will always be
a current through it (except for infinitesimal momentBnally, the voltage waveform
needs to be generated resonantly, with high Q. Leakage powsumed by nominally
turned-off transistors also needs to be kept low, antidveethat because of this the
scaling of devices will soon halt. The optimal devicds mot necessarily be the
smallest ones we can manufactured, since these hglvéehkage rates.

18



A Simple Reversible CMOS Latch

» Uses a standard CMGfansmission gat€T-gate)
» Sequence of operation:
(1) input level initially matches latch ‘conten{sutput);
(2) input changes output changes; (3) latch closes,
charge is stored dynamically (floats); (4) inpyinsil
can now be removed

P Before| Input Input
[ B st o | |

o, \ in out|in out | in out

a a<>a a—r a a
*b b— a b

Here’s an illustration of how to build an adiabatickatn CMOS. We can do it with an
ordinary transmission gate. Initially the input and outmdes are at the same level and
the gate is on. Then the input gradually transitionkealesired level. Then we hold
the input steady while we gradually turn the gate off. Tertan retract the input
(restore it to some standard state representing “noniiafiton”), and the data is latched
into place. By reversing this sequence of operations wad@abatically “unlatch” the
information.



2LAL: 2-level Adiabatic Logic

A pipelined fully-adiabatic logic invented at URaS2000),

implementable using ordinary CMOS transistors. T
N

T N
» Use simplified Tgate symbol:—é— = —4

- Basic buffer element: i, i (implicit T
— crosscoupled TFgates: dual-rail To
« need 8 transistors to SOt encoding)
buffer 1 dualrail signal ¢,
o ) Tick #
* Only 4 timing signalsy, ; are 0123..

needed; only 4 ticks per cycle:
— @ rises during tick$=i (mod 4)
— @ falls during tickst=i+2 (mod 4) o¢f N__/]

Anyway here is a simple adiabatic logic scheme, hemodstrated using ordinary
CMOS transistors, that is based on a new operationigarage discovered in Spring of
2000 (called input-barrier, clocked-bias latching). For convegrijeme use Hall's
electroid (switch) symbol, which can be implemente@€MOS with a parallel
NFET/pFET pair (transmission gate).

There is a basic clocked buffer element consistingpziiaof cross-
coupled switches.

This logic scheme is more economic than many previoas because it

requires only 4 global timing signals, really just 4 diéfer phases of a single waveform.

These are shown in the timing diagram. The top andtogbbrtions must be flat for at
least a full tick. The shape of the transitionarisitrary (though the slope should be
finite everywhere and should scale down with increasitgléiegth).

20



2LAL Cycle of Operation

Tick #0 Tick #1 Tick #2 Tick #3
Q-1
in— 1 in-0 E
—
out—1 \ ¢ -0
in /
@-1
out-0

in=0
~N

Here is the cycle of operation of the buffer gatehm2LAL scheme. Initially, all
signals are low (red, 0) and the switches are ofienTih tick O, the input transitions to 1
(at the same time as phi_0), and the output switch turpsr not (input conditionally
lowers barrier). Now in tick 1, phi_1 goes high (uncondgidbias) taking the output
with it, or not. This turns on the reverse switchnot. (If so there is no dissipation
since the input is at the same level as phi_0.) In tickeinput is retracted from its
source (and also simultaneously by phi_0 in the upper daseig off the output
switch (unconditional barrier raising). Now the outpidbrmation is latched into place.
Finally in tick 3 phi_0 reverts to its low state which doesatffect anything inside the
circuit but prepares us to be able to turn on the forwaitdiswagain in the next cycle.
Meanwhile, the next gate in the chain restores the btaghe zero level. (This
particular gate is intended to be used as part of a pip#isienilar gates.)

21



2L AL Shift Register Structure

Animation:

 1-tick delay per logic stage: B
[l
H] (FI;'Z] (Q]

OUtg,
» Logic pulse timin @d signal propagation:

0123 .. 0123 ..
iny, VRN |
in™\__~ | \_/ |

Here is how to build a shift register of 2LAL buffedsist connect them together with
incrementing phases on successive clock signals. A piitseluced at the input will
propagate down the chain, 1 stage per tick. If CMOS trizsgn gates are used for
switches, then dual-rail logic must be used.



More Complex Logic Functions

« Non-inverting Boolean functions:

¢
A
A
B,
ACB
AB

 For inverting functions, we must use a guiaill
logic encoding:

— To invert, just AL/ ~N__ ] | |
swap therails! A N /7 | | |
e Al | ===
' Ad LN /]

How about more complex functions? Again, serieslf@gm@ mbinations of input-
controlled switches will do the job. (Forward patiswn.) However, one must
remember that information on internal nodes (such aa thaput of the left circuit)

must also be retracted by subsequent gates. Inputs thmatt@ehoed in the output (e.g.

B in both these examples) must be retracted sepglatasilome other circuit.

The easiest way to do inverting functions is to use aduancoding: a
pulse on one wire represents 0, while a pulse on an@persents 1. (Quad-rail
encoding is shown since this is needed if switches arkemgnted using CMOS
transmission gates.) Then a NOT gate is just a renamhirggls. Dual-rail has the
further advantage of allowing the total magnitude of back-i@@cbn the resonant
driver to be data-independent.

23



A Graphical Notation for 2LAL

(h S

G} -A=1
1 2 3 1 5 4 41 _
| —— H——H ——H —— H —1 - out, A o r pdBel
¢
4=0
AB=0
B=0

Here is a graphical notation we are using for 2LAL eletsi@s we build our prototype
circuits in Cadence.

(a) Fundamental to 2LAL is the CMOS transmission gaparallel nFET/pFET pair
whose control signd is implicitly always a dual-rail pair of active-high Ydnd active-
low (P) logic signals. (b) A 4-transistor 2LAL buffear dual-rail pulsed signals
consists of two parallel transmission gates contldbye the input, passing a power-
clock signalpt- mod 4 and (implicitly in this drawing) its complementat§0°-out-of-
phase signap(t-+2) mod 4. The semantics is thamnifpulses before tickt#out will

pulse @ (at tick #), else it will stay at its initial level (arrangedhe F). (c) An 8-
transistor adiabatic delay element that moves an inpsé @1 to an output pulse @
(d) Delay elements with subsequent tick numbers candiaathto make a shift register
for input pulses. (e) An AND gate for pulses (8 transgtoonsists of two transmission
gates in series, and its internal node must be explieidognized as an extra output to
maintain reversibility. (f) An 8-transistor OR gate pulses consists of simultaneous
transmission gates in parallel. (g) a zero-delay, zartsistor, non-amplifying NOT
bubble is implemented using quad-rail signaling; logic signalimplemented as a pair
of pulse signalsA=0 andA=1. A simple renaming of wires suffices to transkat® to
~A=1 andA=1 to ~A=0. (h) When fed a quad-rail input signal, an AND gate icon
denotes a 16-transistor parallel pair of an AND and ar{t®@RomputeAB=0 pulse).

For all the logic gates, inputs may be consumed, itel@sby adding @-1 reverse
buffer elements, like in the delay element c.

24



Reversible and/or Adiabatic VLSI Chips
Designed @ MIT, 1924999

By Frank and other then-students in the MIT Reversible Computing group,
under CS/Al lab members Tom Knight and Norm Margolus.

Pendulum

Tick FlatTop XRAM

First Fabbed First Adiabatic Adiabatic First Fully
CPU with a FPGA RAM Adiabatic
Reversible 1SA CPU

So anyway, using another (more complicated, and buggyatdidogic style, my collaborators
and | built these reversible chips at MIT (under Tom Knagit Norm Margolus) to demonstrate that the
architectural problems of reversible logic are strdgghtard to solve. Tick (by myself and Scott Rixner)
was a simple non-adiabatic microprocessor implementsthndard CMOS that nevertheless
implemented a logically reversible machine-language insbruset, as a proof-of-concept and basis for
comparison with fully-adiabatic circuits. FlatTop (megole Love, Carlin Vieri, Josie Ammer) was the

first scalable, universal, fully-adiabatic reconfigueaptocessor, capable of efficiently simulating 2D and

3D reversible circuits of arbitrary complexity wheredilin large arrays. (FlatTop works by simulating in
SCRL the Margolus BBMCA cellular automaton which itséthulates Fredkin’s BBM billiard ball model
of reversible computing which itself simulates reversibigc networks composed of Fredkin gates,
which themselves can simulate arbitrary reversitfls €the simulation is so indirect that it is not very
efficient, but it is universal for reversible CAs witbnly” constant-factor overhead. Anyway it is just a
proof of concept.) XRAM (Carlin, Josie) was an adiabatiznory with a reversible interface (though |
have since invented far more efficient ones), amdiBlem (Vieri, with ISA mods from me) was a
complete, fully-adiabatic, MIPS-style microprocessor.

This chip-design work (the Pendulum project, DARPA-fundedientthe Scalable
Computing Systems Program) demonstrated that revelsgiteis by no means incompatible with
traditional styles of computer organization. It only regsiia fairly minor translation of traditional
architectural methods.

However, this work begged the question: Can reversible compwimgezlly be cost-
effective? Can the overheads of reversible and atitiadygeration ever be outweighed by their energy
savings?

It was the goal of my subsequent research to answegubgtion, using a principled
systems-engineering methodology.
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Minimum Losses w. Leakage

t — I:)Ieak — Qeak
opt
Ve | G

Etot = Eadia+ EIeak 7

-

//?%%
-7 laehe 2
e min

PRI -p .
S e ,\)e;a)é' Eeak = Plearl; =2,/ P..Cc

-~ : =2T SeakCS

Energy diss./operation —

o

Ramp rise time 1, —

One limit on the energy dissipation of adiabaticuisis due to energy leakage. This
happens via several mechanisms in CMOS including thraetivated subthreshold
conduction and tunneling. Any structured system will haveesoom-zero residual rate
of entropy generation to the environment. Anyway, whattherateP,,, of energy
leakage is, if we also now the energy coefficieati¢rbetween energy and frequency) in
the technology, we can derive an optimal frequency formum energy dissipation per
operation. If we wish to go beyond this point, we mustelese the leakage rate. Doing
this will eventually require making devices larger rathantsmaller! (If we stick with
standard CMOS devices.)
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Adiabatic vs. Conventional Power vs. Frequenc

1.E+017 |
\\ Input parameters for an example scenario:
1E+00 T~ « Device on/off ratio (max./leakage current)16F.
y o * Adiabatic hardware overhead factor4of
S LE011 S [
Q Results of analysis:
% 1E-027 * Maximum performance gain isl,000at
3 a power level of-7x10¢ of full throttle.
- -031 \
- 1.E-03 “ [ :
g . ~- Conventional
g M \«. -~ Adiabatic
o . ~ Adia./Conv. Time
= 1E-051 \ b
o A ™. — Best-case power
L 106 A . Min. Relative Tim
kN T,
1.E-07- 3 N
& o by .
1.E-08 T T T T T T T Theees 1

1.E+01 1.E+00 1E-01 1.E-02 1E-03 1.E-04 1.E-05 1.E-06 1.E-07 1.E-08 1.E-09

Slowdown FactorRC /t

Now, slowing down devices in order to save energy maydsounpractical. But in fact,
if power constraints are a limiting factor on performaricean actually allow us to run
faster! Here’s why. In conventional technology, pog@es down only linearly with
frequency. But in adiabatic technology, it goes down quadibt So if we have a
fixed power constraint per-device, corresponding to a tota line on the chart, you
see that the adiabatic technology does not have towedldown as much as the
conventional one. The point is that in the long riawer will become more and more
of a limiting factor on performance as we can affordudd more and more devices but
we cannot power them at their maximum frequency! Thegp@onstraint per device
will move lower and lower as we assemble greater nusnifedevices. The adiabatic
approach becomes more and more beneficial, limited onlgakage which therefore
must be addressed, for example by keeping devices large eswtigt it is negligible.
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Adiabatic Performance Boost

Approx. performance gain factor \/P (Pg,max _p j
of adiabatics, given power level i:g - il o,
Where: e 2( - glk)

Pg il = Eg fma= “Full throttle” switching power per Ioglc gate,
Eg = C\2 switching energy per logic gate
* f.«= "“Full throttle” switching frequency RC of gates

- Py max— MaX|mum allowed power dissipation per gate, ingzbby
constraints on application’s power and/or cooligsiem
— 0,4.= Hardware overhead factor of adiabatic logic desig
— P, = Leakage power dissipation per gate in given teltiyy

This is maximized wheR,, .. = P, ,(20,4,~ 1), in
which case we have: 1
__\/ Ron/off
gadia -

— whereR, o = 1ol or =Prun/Pik
This is >1 when adla( adia )

160,45{0.4:1) <R, o Of transistor technology

This is the analysis behind the previous slide. | skippedrtims talk.

28



Example UltraLow-Power Scenario

Technology scenario:

Application scenario:
— 1Mgate processor chie.g.TI's C6000 line of GHDSPY
— Requirement fors 100uW processor power dissipation

Leakage per NAND gate in hp65: ~pWV.
— 0 chip would dissipate ~13W even at zero frequency!

Irreversibly switching NAND gats output takes 2581
— 1Magate chip dissipates 290 per clock cycle
* 87 UW switching power constrairt> max. freq. ~350 kHz!
— Max. NAND transition rate = 23 GHz, slowdown ~66,000
Adiabatic solution: Using overhead factor<4
— Run clock at 35 MHz instead of 350 kHZQx faster!)
* But note this is still 660 times slower than max traasifrequency.

— [ each switching op dissipates only ~1/8@lde C\2 energy

* Or, ~1/16@ even after the>tlogic overhead is included
— Leakage power: ~5(1W, switching power: ~5QW.

— ITRS hp65 (65 nm haipitch) technology node (expect ~2007).

A numerical example. Speaks for itself.
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Adiabatics vs. Voltage Scaling

1 Voltage-scaled and adiabatic frequency vs. power

10 e Technology:

(The true effective adiabatic - E *+ TSMC 0.18um
10°L  curve may be shifted— g ] (a few years old)
right somewhat, due to g EI Optimum benefit
g hardware overheads.) ~ ] .
2ol « / ] obtained at:
oy . A g * 6.3 pW/device
5 p\(\\’a\o 4,’3 1 « 50x speedup!
£ 0F ,ag?f 1 Adiabatic:
g Q\o\" | +12MHz @ 1.8V
£ A4Upto (\@ 1 + Conventional:
£ P ° 1 <250 kHz @ .24V
§ 10 L aster! (\\\é\\ ]
g P | Maximum speedup
10° L 1 can be increased
i arbitrarily by using
1 higher-threshold
10" o - — . devices (and/or low
10 10 10 10 10 operatin
Power dissipation per device, Watts tepm peratgures)_

Maximum frequency vs. power dissipation for adiabatic (uppeline) vs.
conventional voltage scaling.Results based on an optimization analysis using a
standard device model for the TSMC 0.18um process technolsiggw power levels,
the conventional voltage-scaling approach suffers fratunaed drive current (increased
effective channel resistance) at low supply levels, winits the maximum operating
frequency to a level that is at most roughly proportiongicwer. In contrast, the
adiabatically switched device can continue to be operatided a&ecommended voltage
of the technology (1.8 V), while performance falls ofine slowly, roughly with only
the square root of the power drop. Near the left ofithee, you can see that by the
time we reach an ultra-low-power level of 6.3x10-12 W (10 p¥#r)device, near the
lower limit set by leakage power, the adiabatic desaginning at ~50x the
conventional one’s frequency (12.7 MHz vs. 260 kHz) inphidicular analysis.
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MEMS Resonator Concept

For discussion, see the MLPD ’'04 paper.
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The Power Supply Problem

 In adiabatics, the factor reduction in energy
dissipated per switching event is limited to (at
most) theQ factor of the clock/power supply.

» Electronic resonator designs typically have low
Q factors, due to considerations such as:
— Energy overhead of switching a clamping power
MOSFET to limit voltage swing of anC circuit.
— Low coil count of integrated inductors.
— Unfavorable scaling of induct@ with frequency.

e Qur solution:
— Use electromechanical resonators instead!

‘
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MEMS/NEMS Resonators

« State of the art of technology demonstrated in lab:
— Frequencies up to the 100s of MHz, even GHz
— Q’s >10,000 in vacuum, several thousand even in ai
« Rapidly becoming an
:cg]rpg éﬁnmtgfggrggg‘b. Mich., poly,f=156 MHz,Q=9,400
filters, etc, in
communications

SoC(Systemson 3apm
a-Chip) e.g.for » .

cellphones L Qe ;

—

Here is a photo | stole off the web, of a MEMS dissonator (operates in an
expansion/contraction vibrational mode, in which thera node of motion at the center
support point, for low losses). Some resonator strustsee been experimentally
validated at frequencies up to hundreds of MHz and even @iHz(Q)’s of up to and
over 10,000 in vacuum, and several thousand even in air. sTieiddy emerging as a
real-world commercial technology for embedded systema-ohip for wireless
communications, e.g., chips in cellphones, which need Qigésonators to build good
filters and amplifiers.

Perhaps we could do even better all-electronic resaasimg
superconducting technology, based on some of the supercaomdgatintum computing
talks on Friday (multi-GHz systems with Q’s up to 100,000!")
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The Core Concept

* Imagine a set of charged plates whose horizontitipo
oscillates between two sets of interdigitated fipéates.
— Structure forms a variable capacitor and voltage dividtr the load.
» Capacitance changes significantly only when crgsborder.
— Produces nearly flabpped (quasirapezoidal) output waveforms.
— The two output signals have oppogpteases (2 of thed's in 2LAL)

. — N —) .
Logic T — Logic
load #1 ———— ———— load #2

Vl — L e—— V
RL —— N m— 2 RL
— C —— I m—-
L X : CL

Vl‘ L t | CD VZ\ 1/
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MEMS Resonant Power Supply for
Ultra-Low-Power Adiabatic Circuits

A.k.a. The “AdiaMEMS” Project

* Part of CISE’'sReversible & Quantum Computing grou
— Collah with Huikai Xie (MEMS, ECE dept:
¢ Goal: Demonstrate ordersf-magnitude improvement in
powerperformance efficiency of digital CMOS circuits
— Based on reversible logic in adiabatic circuits powered
high-quality custonmicroelectromechanicaésonators.
¢ Funding: $40K grant fromSRC’sCrossDisciplinary
Semiconductor Research (CSR) Program

MEMS Designer:
Maojiao He

Some notes:

Adiabatic (thermodynamically reversible) circuits areechnique for low power that
has been studied within the EE community for some tiBu#t, the major drawback
of most adiabatic logic families studied to date & the inefficiency of
conventional power supplies severely limits the eneagings that can be achieved.
We are designing custom MEMS (microelectromechanical sg3teaaonators that
are shape-tailored to provide the exact wave shape needetkimo drive adiabatic
circuits, with a Q (quality) factor in the thousanddisTiranslates into potential
energy savings in the logic of hundreds or thousands eftlass dissipation than in
conventional CMOS. The project uses rigorous principieswersible computing
theory, which can be considered an offshoot of comput@ymplexity theory, to
analyze the design tradeoffs and maximize system-legélafbiciency in the face

of power limits, taking into account the space and twerheads imposed by
adiabatic charging and reversible logic. We have ddaegterm analysis of
technology trends, together with fundamental limitkjcl indicates that reversible
computing techniques will become an absolutely unavoidableigaiynecessity for
improving computer power-performance (and thus practicalperdbrmance)
beyond the next two or three decades. Our goal in thjeqtris to demonstrate the
feasibility of these design principles by using today’swafacturing technology as
the basis of a detailed design and feasibility studwifoultra-low-power digital
signal processor. We are designing and manufacturingesipnplotype parts as a
proof-of-concept to concretely demonstrate the energggsithat can be achieved
by these methods.
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Key Characteristics of Resonator

Goal: Produce a nedadeal trapezoidal output voltage

waveform resonantly, with hig@Q.
To be optimized w. logicResonant frequendy

Key figures of merit:

— Effective quality factor:Q.4 = E;4ndEqiss
— Area efficiencyE, = E, JA.

Key figures of demerit:

- Maximum transition slope:

= (dC/dt) gy / (ACha/Alyand
- Fractional capamtance variation:

var

= AC\uy/ AC, f }Acmax

Attran
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First MEMS Technology Tried

MEMS process donated by Robert Bosch corp.

It is a thinfilm technology

— Though a multlayer, bulk singlecrystal process
can be expected to do better.

Integrated CMOS/MEMS devices will

eventually be available in this process.

— However our initial design was dudie
* CMOS side was not mature yet in this process

Minimum horizontal thickness: = 0.5um
Minimum horizontal gap sizel = 0.1um
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Some Early Resonator Designs

By Ph.D. student Maojiao He, under supervision oikiiiXie
Close-up of sense fingers

Another
finger
design
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Analysis of initial MEMS design
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Sensor Design

PATENT PENDING

=d W, =4
I st T A X = Lst
o M ewras
- W, =W_+2d (E |
sst s ar
GESTES e |\ T e Y
) w. thin
(ac, = 8x10F | fingers)
Four-finger sensor » papacnancelo* F
e P N L 0
\ / \ . /
\ / \ X /
\ / \ /
S 2 N
—{ Simulated Output Waveform
at
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Parameter Definitions

A --Minimum feature Defined by technology A= 05um
size |
. Defined by
--Minimum ga =
d size gap technology d= 0.1um
; Determined by load and
-B It
Vo 1as voltage limited by breakdown voItageVb < (110/ / ,Um) xd
between sense electrodes [1]
Vp --Drive voltage Limited by breakdown Vp < (110/ / ’um) xd
voltage between sense
Vp :VC —Vb electrodes [1] Vp =1V
--AC component — ; —
Va of drive Vstage Vp (1) =V, +V, sin(at) v,. =02V
Q --Quality factor Decided by damping (air, Q=5000
structure) (5,000-10,000)
@ -Resonant frequency Required by system @ = 2t x50kHz
--Vibration amplitude ~ From CoventorWare _ _
Simulation X =8L =4um
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Effective Quality Factor and Optimization

Q - Etfr - ZQCSVbZ - 2QNsCstb2 - 2QCstb2 M eq - M a
T Eae Mag(@X) My (aX)? M (aX)? m,
M NaAaf pha)ZXdal
21w 2qc,ve T
_2QC,V, Mg _2QC4Vy — 2(N,-1)Q&hV,V,
(@X)?  m, (wX)? Ashp
_ CSbe2 ( 2Q _ NaAafdal )
A%f hx w2 X,O (Na _1) EOVbVac
é‘OLstVZ
_ X ° 2Q _ Ay da:L sL.h
= > ) ~Large N, C,=—*
&f de w Xp é‘0\/bva<: : ds

Maximize V, Vv, Q

ac

Optimize Q. =
Minimize d; d, Ay A P &

| skipped these supporting analysis slides in my talk.
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Actuator Design

9Cu = (N, -1y 8o
ox d,,
oC £,hW,

Tza2 - 2N, -3
X (2N, -3 2

aC, _ oC,, N oC,, _ oC,,
o0x 0x 0x 0x

0C, . 9C,,

W,=4 d,=d oo
: N 9Cu _ 1 346 x10°F /m
L,=2X + 1 0x
d,, = X+ 4 9Ca _ 5x10F Im
2 dx
h  —-Minimum gap size Defined by technology h= 2,um
N, --Number of actuation fingers N, =20
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Resonator Design Strategy

ac,

= 2(N, -1)

£,h
X d,,

a

ac,

——

W,
Ky =16EN(2)°

o= 2| Ko

Ju

M.
(M

Meq = m(NaAhf + Nspéf +V\{)Lb +2\/Vpr)

Q (BCa
ac kSyS X

|

aC,

0x

)

45



UF CONFIDENTIAL — PATENT PENDING
Energy transferred per area and optimization

Etfr _ Csvbz
Area L (W +2(L+2L- X)

N.C, V2

s sf

TN, )+ N((Wr W2+ (W L %)

E, Maximize C V,
Optimize 1

Area Minimize N, d, d, W, L, X

Kys --System spring constant W, --resonator beam width
C, --Total actuation capacitance L, --resonator beam length
Ay --Area of actuation finger Wp --shuttle plate width

Ay --Area of sensing finger Lp --shuttle plate length

C., --Sensing capacitance change Lc --comb length

per sensing finger
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Dissipation in Resonator

Ways to minimize some major sources of dissipation:

Air damping:

— Vacuum packaging, small size, or optimize airflow
Clamping losses to the substrate:

— Locate support at a nodal point of vibration mode
— Use impedancenismatched supports to reflect energy back
Thermoelasti@issipation:

— Small size

— Use high thermal conductivity, stiff materials

— Utilize modes with uniform compression/expansion
Surface loss mechanisms:

— Avoid layered structure at surfaces

Intrinsic material losses:
— Prefer singlecrystal materials
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Status / Plans for Near Future

A small prototype resonator design was taped oat in
postCMOS MEMS process (TSMC .35)

— Will be tested this summer.

Improved resonator designs afforded by a suitably
modified postCMOS process flow are being developed
— | will briefly review some aspects.

Next: Obtain funding (or process donation) for
fabricating a integrated CMOS/MEMS test chip (~$10kK|
— Resonator driving a simple 2LAL shift register ddar pipeline

Test the various parts separately, & together.
— Characterize power dissipation using sensiaierimetry
techniques.
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CMOS-MEMS Process

Huikai Xie

Department of Electrical and Computer Engineering
University of Florida
Gainesville, FL 32611
Email: hkxie@ece.ufl.edu

These are my colleague’s slides and | went througi faely quickly.
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Outline

Q Introduction
0 CMOS-MEMS Process
4 3-D Sensing and Actuation

0 CMOS-MEMS Inertial Sensors
O Summary
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Why DRIE CMOSMEMS?

Thin-film micromachining technology
v On-chip electronics integration
v Multiple axis integration

v’ Size limitation due to residual stress

= ADI, Bosch, Carnegie Mellon, Samsung, Our approach:

Sandia, UC-Berkeley DRIE CMOS-MEMS
process
Bulk micromachining technology v On-chip electronics

v/ Large mass

v/ Large mass
v'No integrated interface circuitry

v Wafer-to-wafer bonding, two-side
alignment
= Bosch, Draper, JPL, Murata , Samsung
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Why CMOSMEMS?

v “Smart” on-chip CMOS circuitry
v Multi-vendor accessibility

v’ Scalability

v' Compact size

v More functions

v Low cost

— MEMS structures can be made
» Before CMOS processespfe-CMOS)
* In-between CMOS processeintermediateCMOS))
* After CMOS processesfostCMOS)
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CMOSMEMS Processes

MEMS Vendor Contami | Temperature
planarity accessibility nation budget
PreCMOS | Best Limited | Yes No Sandia
National
Lab
Intermediate | Good Very Yes Yes Analog
CMOS limited E]%V'Cesy
PostCMOS | Varies Good No Yes Berkeley
CMU
UF
ETH
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Sandia National Laboratories IMEMS

CMOS Device Area Micromechanical Device Area

— o
=ai} -

Y

f 3

Pay z .
' www.sandia.gov

FE HIRGC

FETEQS

Tictal 1

fla H Hd

=
M Fridowd:

areenic-doped epitasial layer HHde

Pre-etched trench to house MEMS structures

CMP to planarize the wafer for regular CMOS processing
Wet etch to release MEMS structures

Need a dedicated production line
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Analog Devices, Inc. BIMEMS

= Form transistors on bare wafers first

* Then deposit and anneal MEMS
structural materials

= No CMP needed

= Only one interconnect metal layer
Wet etch to release MEMS structures
Need a dedicated production line

—

NPN NMOS Sensor Area

Sensor Poly.

—

Nwell Emitter
Base

Courtesy of Mr. John Geen
of Analog Devices, Inc.




Post CMOS-MEMS Process (thin-film)

CMOS microstructural .
region region v'No lithography needed

(et N v'Integrated CMOS circuitry

v'Low parasitic capacitance
to substrate

v'High wiring flexibility

G. Fedder et al., Sensors & Actuators

A, v.57,10.2, 1996 v'Curling can be matched

» Curling is still an issue
» Size limitation
» Temperature performance

= No bottom electrode for vertical
capacitive sensing

Curl matching frame
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Post CMO-~MEMS Proces
(DRIE)

CMOS-region

(a) Backside etch

STS: 12-sec etching
130-sccm SFg, 13-sccm O,
23 mT, 600 W coil power,

12 W platen power;

8-sec passivation

85-sccm C,Fg, 12 mT, 600 W
coil power, 0 platen power.

(b) Oxide etch

PlasmaTherm-790:
22.5-sccm CHF,, 16-sccm
0O,, 100 W, 125 mT for 125
minutes and then 100 mT for
10 minutes.

Single-crystal Si
(SCS) membrane

— metal-3
metal-2

metal-1
oxide

poly-Si
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Post CMO-MEMS Proces
wemms  (DRIE)

@
(b) [ . .

CMOS layer
() Desp §i etch TR PR m -T
STS: same as Step (a).

Thin-film
Flat structure fd structure

(d) Si undercut _ - 2 -JL

SCS layer
STS: 130-sccm SF,,
13-sccm O,, 23 mTS, (20~100um)
600 W coil power, T

and O platen power.

H. Xie et al, J. MEMS, Vol.11, no.2, 2002
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Electrical Isolation of Silicon

O Electrically isolated
silicon island

4 Using n-well to improve
undercut yield

n-well |

O Electrically isolated
comb fingers
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DRIE CMOS-MEMS Resonators

Front-side
view /

Serpentine

drive s S d
AccV  Spot Magn “=-Det WD F———— 100um

200kvV 50 300x SE Sl

Back-side

view =

150 kHz
Det WD FH————@ilooim

SE 13.0

Resonators
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PostTSMC35AdiaMEMS Resonator

Taped out
April ‘04
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CloseUp View, Drive/Sense Combs
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Side View, Showingi Undercut
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Long-Term Projections

For future computational cest
efficiency improvements potentially
available via reversible computing
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The Future of Reversible Computing

What if we model how the hardware algorithm
overheads for reversible computing scale?
— Worst case: Increases with rougl@¥®

Can reversible computing become practical for

generalpurpose, higlperformance computing?
— And not just for ‘niche’ ultrdow-power apps?
What happens if present technological trends
continue until fundamental limits are reached?
— And, what happens after that?

We performed an analysis that addresses thes
guestions...

e
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Now, in order to actually make any kind of statemenugabuwe timing of the emergence of the usefulness
of reversibility, we had to make some assumptions dbmutvarious raw parameters of the device
technology would change as a function of time over futasades. Although obviously it is difficult to
forecast these developments exactly, there are soomg ssteady historical trends, as well as some clear
limits to these trends, that together allow us to $ketd a technology scaling model with some
confidence in its approximate correctness.

The upper red line shows the entropy generated per irrelebsi erasure, in units of
Boltzmann’s constant k. Today in 0.1-micron CMOStestogy, this is about 100 thousand.
Calculations based on the International Technology RopdaneéSemiconductors show that the industry
wants this to decline by 28% per year in the future (hcsttly it has decreased somewhat faster). At this
rate, it would reach the absolute thermodynamic minirotiebout 0.7k by about the year 2038.

Next, the mahogany line shows average device pitch, oratepabetween the centers
of neighboring devices. This is about 1 micron todapif yclude space for interconnects. The standard
Moore’s Law trend is for pitch to decrease by a fact@ every 3 years (so that density doubles every 18
months). We assumed that 1 nm (just ~3-4x larger than atbameters) is an absolute minimum. This
will be reached by about 2033.

The purple line shows clock period, which is about halfreosecond today and
decreases at about the same rate as pitch. The quaatimum frequency is about half a PetaHertz per
electron volt, giving a minimum period of about 2 feretnds if we assume no more than 1 eV of
energy per bit. The maximum voltages achievable acrasometer-pitch or smaller structures are on the
order of a volt, because molecular structure breaks ddwruch higher voltages than this. (Molecular
ionization energies are on the order of a few eV.)

Finally, the green line shows cost per bit-devicke Tost per device is on the order of a
thousandth of cent today. For example, an Intel Itanimnicoprocessor with 220 million transistors
probably costs on the order of 2200 dollars or less. Nwbeav has cost-per-device decreasing by about
half every 18 months. We assume this trend can continutnitely, due to improvements in 3D
nanomanufacturing technology (self-assembly, nanofafiwit, etc.), even after the pitch limit is reached.
We should note that even if cost per device does not cendiecreasing after devices reach a minimum
size, our results will still end up favoring reversiblenputing.
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Fixed Technology Assumptions

Total cost of manufacture: US$1,000.00

— User will pay this for a higlperformance desktop CPU.
Expected lifetime of hardware: 3 years

— After which obsolescence sets in due to price drops
Total power limit: 100 Watts

— Practical limit for a laptop much quieter than & fdxyer!
Power flux limit: 200 Watts per square centimeter
— Approximate limit of conduction/aicooling capabilities

Standby entropy generation rate: 1,000 nat/s/device
— Arbitrarily chosen, but achievabéag.by today'sDRAMS.

In addition to these assumptions about changing technpbrgyneters, we made the following
assumptions about parameters which are held constamdaeason or another.

We held total manufacturing cost constant at $1,000, cassemption that individuals
will always be willing to pay about this much for a desktompuoter or laptop. This figure has not been
adjusted for inflation.

We hold the expected lifetime of the hardware to be abgaafs, since in this time the
original machine would have lost most of its originalueahnyway (specifically, ¥ of it), due to the
assumed cost trend.

We set a total power limit of 100 Watts, to model theecaf a machine that is held in
the user’s lap and thus cannot get rid of much more \astithan this without the user experiencing
some discomfort (or being annoyed by a noisy fan, tbfrek 1kW hairdryer).

We set a heat-flux density limit of 100 Watts per cubidioegter, since this is roughly
the most that can be achieved using ordinary airfogaapabilities. (Actually probably the practical ai
cooling limit is even less than this.)

Finally, we model a standby entropy generation ratie@J0 nats/s/device. This fits the
time constant for decay of a DRAM circuit node today Wwhgabout 1 millisecond. If a storage node
were set at a low voltage level holding just a fevs mdiphysical information, this would then yield the
given rate. However, keeping this low of a rate as desgitcgsk to smaller sizes is a major challenge for
nano-device technology. But we know it is possiblegesifor example Drexler’s original mechanical rod-
logic interlocks have essentially zero rate of standlwopy generation at room temperature, due to the
high energy barriers presented by the steric intermolerutxractions between rigidly-bonded carbon-
based structures. However, whether we can truly maitiies low rate in an all-electric or
electromechanical technology at nanometer length sisaéesnewhat of an open research question. This
may the most unrealistic assumption in our current mddebuld like to invite other researchers to help
me develop a more refined scaling model for this parafteteee how it would affect the results.

However, | should point out that if the desired low leakesgenot be maintained at say
a 1 nm length scale then the answer is obvious: dondown to this scale. Scaling up the device
exponentially reduces tunneling losses but only polynomilatiyeases size, cost, and energy. Therefore
there will be an advantage to not going to the scakrevieakage is totally dominant.
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CostEfficiency Benefits
of Reversible Computing
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Next | wrote a simple numerical optimization progrianC that optimizes this model in each
year’s technology based on the scaling assumptionis. cliart shows number of bit-operations that each
technology can perform per US dollar, taking into acctuatih time-amortized manufacturing cost and
energy cost at present electric utility rates.

In the long run, energy concerns turn out to dominatsithation, but mostly through
their affect on performance due to the cooling comgsarather than because of the raw cost of energy
itself. This reflects the fact that the total cokthe energy used by a 100-Watt computer operating
continuously over its 3-year life is currently less tttaa cost of the computer itself.

The upper, blue line is the cost-efficiency of reveesitimputers on idealized problems
for which the algorithmic overheads of reversibilitg @il. The middle, green line is a more consereativ
model that assumes we find no better reversible atgositfor performing arbitrary computations than
one that was discovered in 1989 by Bennett. Finally,aéver, red line shows the best that conventional
irreversible computing can offer. Notice that its cdftiency hits the thermodynamic brick wall
imposed by Landauer’s principle by the year 2038, and cannotyefucher. In constrast, reversible
computing keeps improving. It starts to outperform irrside computing between now and 2020, and
becomes 1,000-100,000 x more cost-efficient by the 2050’s.

After 2060, the cost-efficiencies of all technologiespdi@ O in this scenario because
devices are so cheap that in order to spend as much as $1 3@ computer (as the scenario requires),
it has to contain so many devices that it dissipa@®ithan 100 Watts due to leakage when it is powered
up, even when it is sitting passively doing nothing at @Hbviously, in practice, the curves would not
actually dip — either leakage rates would be further reducednomg the upward trend, or the pressure
to further reduce device manufacturing cost would halt (dtieetdominance of energy cost), and so cost-
efficiency would stabilize at the peak level shown.
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Conclusions

For traditional “irreversible” technology, raw
computer performance per unit power dissipated will
reach fundamental limits soon.

— Before many of us will retire.

These limits are unassailable consequences of tisé m
fundamental facts of known physics.

— Quantum theory, 2 law of thermodynamics.
Theonlyway to circumvent these limits is with some
form of reversible computing technology.

— At UF we are constructing MEMBased prototypes that

may be practical for ultrlow-power apps within 5 years.

In the long runall high-performance computing
(subject to reasonable power constraints) will nexju
this technology.

— It is imperative to focus increased effort andratten on the
optimization of reversible modes of device operdtio
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