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Abstract
The field of adiabatic circuit design, and its necessary relationship to rev​er​sible logic and reversible com​put​ing theory, is a topic that is quite rigorously ground​ed in firmly-estab​lished, fundamental phy​s​​ical and in​for​ma​tion-theoretic prin​ciples.  This subject is very clearly un​der​stood by all suf​fi​cient​ly well-educated parties.
However, for years, reversible com​put​ing has been subjected by a few confused skeptics to an awful riddling with num​erous and egregious myths, mis​con​cep​tions, confusions, and outright fallacies.  At present, the field sits by quiet​ly, un​​fair​ly accused, widely mis​un​der​​stood, and inadequately defend​ed, and there​fore, it remains largely ig​nored by the mainstream of low-power digital de​sign researchers, despite its de​mon​strably vast (and inev​itable!) long-term im​​por​tance for the future of computing, which can be demonstrated using the most fun​da​mental and certain laws of physics.
This unfortunate state of affairs is primarily the fault of nothing other than a lack of educational outreach effort on the part of us, the field’s proponents.  In this paper, I attempt to remedy that sit​uation, by debunking some of the various myths and fallacies currently surrounding reversible computing, and in the process, revealing the true promise of the field.

1. Introduction

In this paper, we debunk the following frequently-promulgated myths and wide​ly-committed fallacies of reasoning against adiabatic/reversible computing, as well as warning against some pitfalls in the design & analysis of adiabatic sys​tems that are frequently encountered.
1. Myth: Someone has proven that com​puting with less than order-kT free-energy loss per bit-operation is impossible.
2. Myth: Physics isn’t reversible.
3. Fallacy:  Since speed scales down in proportion to energy dissipation in adiabatic processes, adiabatic cir​cuits can never be cost-efficient for high-performance computing.
4. Fallacy: The failure of some skeptics to come up with efficient ways to phys​ically implement adiabatic logic implies that it is impossible.
5. Myth:  An energy-efficient adiabatic clock/power supply is impossible to build.
6. Myth: Truly adiabatic physical opera​tion can be achieved without  using reversible logic.
7. Pitfall:  Using fundamentally non-adiabatic components (such as diodes) in the charge return path of an “adiabatic” circuit.
8. Pitfall:  Forgetting to obey one of the fundamental adiabatic transistor rules that have been long known.
9. Myth:  Sequential (as opposed to combinational) logic cannot be implemented adiabatically.
10. Myth:  Adiabatic circuits inevitably require large numbers of clock/​power rails and/or logic levels.
11. Pitfall: Using the simplistic models of computing traditionally used in computational complexity theory to compare the efficiency of reversible vs. irrever​sible algori​thms.
12. Pitfall: Restricting oneself to using some overly restricted adiabatic logic family that does not offer the maximum possible asymptotic efficiency.
13. Pitfall: Assuming that the most efficient reversible algorithm for a given computational task is similar to the most efficient irreversible algorithm for performing that task.
14. Fallacy:  The algorithmic overheads of reversible computing outweigh the cost-efficiency benefits that can be gained from adiabatic operation.
15. Myth:  Adiabatic design is neces​sarily difficult.
16. Pitfall: Failing to optimize the extent to which reversible logic should be used in an adiabatic system.
17. Pitfall:  Ignoring charge leakage in low-power/adiabatic design.
18. Fallacy:  The fact that MOSFET on/off ratios get worse as devices get smaller means that leakage must even​tually overwhelm bit-erasure los​ses, and so adiabatics is doomed.
19. Fallacy: Smaller devices will always be better than larger devices.
20. Fallacy: Simply saving the initial state and all inputs is enough to make a computation reversible.
21. Fallacy:  The impossibility of ideal switches means that adiabatic switching circuits cannot implement reversible computing.
2. Background

First, let us start with some general background on the fundamental ideas behind adiabatic circuits and reversible com​pu​ting.

As all of the top theoretical phys​icists are well aware, all of our best a​vail​able, exhaustively-tested, standard models of fundamental physics plainly show that the dynamical behavior of our uni​verse is completely reversible, or re​verse-deterministic, meaning that any quan​tum state of the whole universe (along any spacelike “slice” through it) has a unique possible history looking backwards in time, as described in the Standard Model by the field-theoretic ver​sions of Schrö​dinger’s equation.
As a consequence of this low-level reversibility (and determinism), the total amount of information of all types in the universe is exactly conserved.  In particular, in​for​​mation can never be de​stroyed.

As a direct consequence of this fact, whenever we purportedly “erase” 1 bit of known in​for​ma​tion in a computer, that information cannot really just vanish but instead merely becomes entropy (un​known information) which is expelled into the computer’s sur​round​ings.  If the immediate environment is at temperature T, this increase in the environment’s entropy by 1 bit requires an ac​com​pan​y​ing increase in its heat con​tent of 
T·(1 bit) = kT ln 2, by the very definition of temperature.  This waste heat rep​resents a loss of free energy.
Even worse, in today’s computers, not just one, but rather, hundreds of thousands of bits’ worth of redundant physical information are used to encode each logical bit.  (Specifically, the rel​e​vant physical bits are the fermionic oc​cu​pancy numbers, 0 or 1, of this many electron states per circuit node, which change occupancy when the node vol​tage changes, in today’s leading-edge VLSI technologies.)  All of this physical infor​mation is converted to entropy every time a bit is erased in today’s non-adiabatic circuits.
On the other hand, if a computer’s devices are designed to change state in a way that is logically reversible, in which no known bits are erased, then this ar​gu​ment does not apply, and, in prin​ciple, using a sufficiently clever adiabatic (near​ly ballistic) mechanism, arbitrarily little entropy need be produced, and ar​bi​trarily little free energy need be used up.  Of course, in practice, there are other sources of entropy generation such as leakage, frictional effects, and the fi​nite quality factor Q of all real-world pro​​cesses.  But, we know of no fun​da​men​tal lower bounds that result from any of these sources that would require entropy gen​eration per bit-operation to ne​ces​sar​i​ly always be greater than k ln 2.
The very idea of adiabatic circuits rests squarely on this fundamental the​o​re​tical background.  Each circuit node con​tains a certain amount of known phys​ical information, and an associated amount of free energy.  For voltage-en​coded bits, as we all know, the as​sociated free energy is ½ CV2 for circuit nodes of capacitance C subject to a logic volt​age swing V. Normally, in, for ex​ample, static CMOS circuits, all of this phy​s​ical information and therefore all of the associated energy gets lost whenever we change the logic level on the node.

However, if information about the state of the circuit node is available and is utilized when switching the state of node, then no information need be lost, and the switching can be done in such a way that most of the free energy is conserved in the circuit, and can be recycled for later reuse to store new results, rather than being dissipated to heat.
3. Myths, Fallacies, Pitfalls

In this section, we proceed to sys​tem​a​ti​cally debunk and explain each of the myths, fallacies and pitfalls about adiabatic switching and reversible com​pu​ting that we en​um​erated in section 1.
1. Myth: Someone has proven that com​put​​ing with less than order-kT (more precisely, kT ln 2) free-energy loss per bit-operation is fundamentally impos​sible, given the known laws of physics.
I have been digging into this subject in​tensely for the last 8 years, and I have never encountered a single logically valid (or even reasonably persuasive) ar​gu​ment in support of this claim.

It was John von Neumann who first conjectured this limit, in a 1949 lecture at the University of Illinois [
], but he gave absolutely no proof of it.  Rolf Landauer at IBM attempted to justify von Neu​mann’s bound in 1961 [
], but Lan​dauer’s argument was only an informal one, and his particular line of attack was soundly refuted by Charlie Bennett (also of IBM) in 1973 [
].  Mead and Conway also argued against this possibility in their widely-used VLSI textbook [
], but again they gave no logically valid proof whatsoever, only a litany of specific examples of techniques that wouldn’t work.
In contrast, we do have many de​tailed theoretical models and con​struc​tions that strongly suggest that com​put​ing with ar​bi​trarily little energy loss per operation really ought to be possible (in the limit of engineering improvements), so long as reversible logic is used.  These in​​clude classical-mech​an​i​cal mod​els by Ben​​nett [
],  Fredkin [
], Drexler [
], Mer​kle [
], and Smith [
], as well as quan​​tum-mechanical models by Feyn​man [
] and Margolus [
]. 

Unfortunately for our educational efforts, each of the models that have been published so far suffers from some limita​tion or another.  Among the class​ical models, Bennett’s model was not time-ef​ficient.  Fredkin’s contained cha​otic in​​sta​bilities.
  Smith’s did not permit hard​w​are reuse.  Furthermore, all of the mech​anical approaches can be criticized as being impractical for not utilizing fast electronic signaling.

Among the quantum models, which  might yet be implemented electronically, Feynman’s only showed how to do serial computations, and Margolus’s model, although parallel, did not prove that ac​tive parallel processors could be suc​cess​fully interconnected in a desirable 2D or 3D mesh architecture.  Also, both of these quantum models were somewhat ab​stract, and so, some people questioned whether they could ever be realized in detailed physical implementations.

Newer models of quantum com​pu​ting [
], although being ne​ces​sarily in​ter​nally reversible in their logic, do not really address the question of min​imal energy dissipation at all, since all the quan​tum computing schemes de​scribed so far depend on external sources of timing signals, whose own dissipation is not modeled.
However, in the face of all of these various advances, the detractors of re​ver​si​ble computing have been forced to backpedal a bit, and to qualify and amend their statements, to make the more modest claim that sub-kT computing is, for some unstated reason, impossible only in any computation that does not suffer from one of the above-mentioned de​fi​cien​cies or other.  Of course, there is never any real solid argument showing why repairing a given one of these deficiencies must ne​ces​sarily always lead to dissipation, only con​​jecture.  And of course, each time a new model of reversible computing is de​vised that solves one more of the re​main​ing deficiencies, the skeptics are forced to backpedal further.  They have no real valid arguments backing up their ob​jec​tions, nothing but a failure of im​a​gi​nation that is preventing them from exploring creative solutions to what is basically just an engineering problem, although ad​mit​tedly a difficult one, but not one for which we have any real reason to expect it to be impossible to solve (such as, some fundamental law of physics being vio​lated).
In fact, I believe that a combined, nano-electromechanical approach that com​bines the best features of several of the earlier-proposed reversible com​put​ing schemes can po​ten​tial​ly work and moreover be highly practical in the long run for achieving sub-kT com​puting, and I am currently working on fleshing out and simulating such designs in detail.  If I had ever seen any valid argument show​​ing me why sub-kT computing should really be impossible, then believe me, I would not be wasting my career on pursuing such efforts.  I have even tried proving the impossibility argument my​self many times, in a variety of new ways, without any success.  Every time that I construct and analyze a more de​tailed and realistic physical model of com​puting (e.g., the one re​por​ted in [
]), which I try often, it still turns out to permit dissipation per bit-op that can be made arbitrarily small, given plausible projections of con​tinuing en​gin​eering refinements.  I have never found any hard lower bound.
2. Myth: Physics isn’t reversible.  
You sometimes will hear people (even some who claim to be physicists, but who don’t actually have a very clear understanding of modern physics) claim that, in contrast to what I said in section two, physics actually isn’t reversible, for one reason or another.  For the most part, these arguments simply betray the claim​ant’s misunderstanding of some aspect of physics or another.

First, some people cite the “arrow of time,” and wonder how the reversibility of microphysics can possibly be con​sistent with the apparent “one-way-ness” and irreversibility of macro-scale phe​no​mena.  The answer is simply that so long as the initial state of the universe has a simple description, it is not surprising that even a reversible trajectory can result in states that become increasingly complex over time [
].  The very same phe​nomenon has been experimentally observed to be ubiquitous even in triv​i​al​ly simple reversible cellular automaton models [
].  To assume that mi​cro​re​ver​sibility must imply time-reversal sym​​metry at the mac​ro-scale is nothing other than an un​jus​ti​fied leap of logically invalid rea​soning.

Next, other people complain that Liou​ville’s theorem from classical mech​an​ics (which says that phase space volume is conserved) doesn’t necessarily imply reversibility; in fact, it’s easy to construct a simple artificial dynamics that con​serves phase space volume, but is not reversible.  Although this is true, the cor​rect argument for the reversibility of phy​sics doesn’t actually rely on Liou​ville’s theorem itself, but rather on the more fun​da​mental, quantum-mechanical prin​ciple of unitary time-evolution.
Still others remark that particle phy​sicists have discovered that the property of exact time-reversal symmetry at the micro​scale appears to be vi​o​la​ted.  Although this is true, in a strict technical sense (namely, in the sense that time-reversal symmetry still exists but ap​par​ently requires sim​ultaneous charge and handedness re​ver​sals as well), this fact is to​tal​ly irrelevant, be​cause reversibility does not actually re​quire time-reversal sym​metry, spe​ci​fi​cal​ly.  It only requires that the cor​rect time-reversed version of the laws (whatever their form) remain de​ter​min​istic, which is definitely the case in the well-tested Standard Model of particle physics, as well as in earlier, less refined quantum theories (and, even more generally, in all dynamical systems that admit a Ham​il​ton​ian description).
Still others claim, quantum mech​anics is itself not really deterministic, i.e., not uni​tary, because of the manifest un​predictability of the results of mea​sure​​ments on quantum sys​tems, and the superstitious concept of “wavefunction col​lapse” that is often invoked to explain this phenomenon.  These people are all looking at physics on the wrong level, at the perception of a subjective observer, rather than at the underlying reality. Today, the apparent non​de​ter​min​ism of observed quantum phe​no​me​na has been soundly  established as merely being an emergent epi​phenomenon that is com​plete​​ly implied by the more fun​da​men​tal quantum laws (such as Schrödinger’s equation) that describe the unitary, fully de​ter​ministic and reversible evolution that really takes place in all quantum systems.  
If you disagree with this statement, but you haven’t at least thoroughly read and understood Zurek’s papers on the subject, such as [
], then please don’t pretend that you know anything about this issue yet.  In the opinion of myself and many others who have read his work, Zurek has con​vincingly demon​strated that apparent wave​​function “col​lapse” is nothing other than the natural, ex​pected sub​jective ap​pear​ance that re​sults when​ever the quan​tum state of a sys​​tem be​comes entangled (in a per​fect​ly unitary fash​ion) with the state of a surrounding en​vironment whose exact state is unknown.  In fact, some basic aspects of this process were explained as early as 1957 by Jaynes [
].
3. Fallacy:  Since speed scales down in proportion to energy dissipation in adiabatic processes, adiabatic cir​cuits can never be cost-efficient for high-performance computing.
The premise of this argument (that speed is proportional to energy dis​sipation in adiabatic processes) is true, for very fundamental reasons:  Namely, that as the speed of any given mechanism along a trajectory that carries out some process is increased, the mechanism’s kinetic energy also increases (quad​ratically), and given any constant de​coherence rate for the quantum information contained in the motion, the kinetic energy decays with a constant mean-free-time, and this, in turn, implies that adiabatic losses increase pro​por​tionately to the process’s  quickness [
].  The adiabatic theorem of quantum mechanics [
] also confirms this re​la​tion.
However, the stated conclusion, that adiabatic logic can never be cost-effective for high-performance com​pu​t​ing, does not logically follow from this premise, for two reasons.

First, there is no known lower limit to the constant of proportionality be​tween a process’s quickness and its dis​si​pation.  As engineering improvements reduce frictional coefficients and de​co​her​ence rates, and increase the state-in​sulation and quality factor Q of adiabatic logic mechanisms, the amount of energy dissipation of a reversible computation running at a given speed can apparently be reduced arbitrarily.  At least, if there is any lower limit, no one has succeeded in proving it yet.
Second, there are many solid reasons why, in the long run, most high-per​for​mance computing will be limited much more by power dissipation con​si​der​ations than by the raw maximum speed of the individual logic devices.  Even though, in any given technology, adiabatic logic operations will always be slower than isolated non-adiabatic ones, this matters not. This is because of the fact that, due to their lower energy dissipation, more adiabatic devices can be packed together into an enclosure of given diameter without overheating, there​by reducing communication la​ten​cies for parallel computations.  So, to​ge​ther, the adiabatic devices can achieve a higher total rate of computation than the non-adiabatic devices, subject to the same heat flow constraints [
,
].  Even though a larger number of devices is needed, as the cost of manufacture of devices con​tinues decreasing, as per Moore’s Law, larger numbers of devices can be afforded and used due to the pow​er-performance improvements.  A re​cent and very detailed numerical analysis bears this out, and indicates that adi​abatics could become thousands of times more cost-efficient than non-adiabatic tech​nology for general-purpose com​pu​ting by the middle of this century [13].
4. Fallacy: The failure of a few skeptics to come up with very efficient ways to phys​ically implement adiabatic logic implies that this is impossible to do.
I discussed this fallacy already, after myth #1.  Reversible computing skeptics (e.g., [
]) often try to come up with a simple adiabatic logic mechanism and accompanying power supply off the top of their head, and the first combination they try doesn’t work well.  Naturally, such researchers consider themselves to be good engineers, and usually they probably are, but they mistakenly conclude that just because the spe​cific method that they them​selves tried didn’t work well, this means that the goal of efficient adia​batic circuits must be fun​da​men​tal​ly im​pos​sible.  Often, writers (e.g., [4]) con​clude that re​versible computing must just be some sort of fantasy, somehow analogous to the long-debunked per​pet​ual motion machine.

However there is a big difference between reversible computers, and per​petual-motion machines.  The endless at​tempts to build perpetual-motion ma​chines always failed to work because of sim​ple, fundamental principles of phys​ics (whose very discovery was his​tor​ical​ly in fact inspired by those very same repeated failures), namely the con​ser​vation of energy, and the 2nd law of ther​mo​dy​namics (entropy increases). 
In contrast, reversible computing breaks no such laws, and is simply just one example of an adiabatic (nearly bal​listic) process, of which we know many real, working physical examples.  With a care​fully engineered mechanism, there is ab​solutely no reason why the ballistic motion of the system along a carefully-constrained trajectory cannot suc​cess​fully carry out a computation with ener​gy loss that is as small as we like.
If, on the other hand, it turned out that somehow there is some fundamental rea​son for an incompatibility between phys​ics and efficient reversible com​pu​ta​tion, then this discovery would constitute a significant advancement in our un​der​stand​ing of the fundamental re​la​tion​ships between physics and computation, and thus it is worth pursuing, for that reason alone.  We are unlikely to make such discoveries if we do not at least make a thorough attempt to first e​lim​in​ate all reasonable approaches, rather than abandoning the concept too quickly.
5. Myth:  An energy-efficient adiabatic clock/power supply is impossible to build.
This relates to the previous fallacy, in that a few engineers (e.g., [22]) have tried and failed to build one of these, and so they assume it must be impossible.  But we in the field have already long known (cf. [
]) that these simple schemes using MOSFET-switched inductors do not work well; in such circuits, the adiabatic losses scale down with the square root of quickness, rather than linearly.  But this single approach hardly scratches the surface of the whole world of engineering pos​si​bil​i​ties.  

As mentioned earlier, I am currently working on some hybrid elec​tro​mech​an​i​cal approaches which I expect to per​form much better.  The reason for this is that small mechanical oscillators (in vac​uum) can have a very high Q, often thousands of times higher than the Q of, say, an electromagnetic inductor of com​parable size.  (The underlying reason for this is that atoms are thousands of times more mas​sive than electrons.)  This ap​proach (if not many others as well) needs to be ser​iously attempted, before we can justifiably dismiss adiabatic logic as being forever impractical.

6. Myth: Truly adiabatic physical opera​tion can be achieved without  using reversible logic.
Many authors have claimed to have accomplished this.  (I will avoid citing all their papers, to save them some em​bar​ras​s​ment.)  Even without look​ing at the details of these papers, the lu​di​crous​ness of these claims can be anticipated by merely considering the absolutely fun​da​men​tal nature of the connection between adia​baticity and reversibility in physics (see Myth #2).  Finding a way to achieve truly adiabatic operation without logical reversibility is tantamount to claiming to have overthrown all that we know about quantum mechanics, knowledge that has been confirmed by decades worth of physics experiments!  Any such claim (es​pec​ially without experimental sup​port) surely can only reflect some basic con​ceptual error or design mistake on the part of the claimant.

And, surely enough, whenever we ex​amine the details of the claimed “dis​si​pationless” mech​​anisms for logically irreversible operations, we always find that the claimant has made some serious error of understanding.
For example, some authors give the example of transforming a bit from the form of digital information to physical entropy and then back again, with no net increase in entropy.  This is fine, but any un​known bit of information (whether it is computationally accessible or not) is already entropy, by definition, and there​​fore its movement from one system to another need not imply any further entropy increase.  The correct statement of Lan​dauer’s principle is only that the erasure of a known bit (one that is correlated with other bits in some definite way) necessarily creates en​tropy.  This is true almost by definition, as an im​me​di​ate logical consequence of the fun​da​men​tal unitarity of quantum mechanics.

Other authors try to propose erasing an n-bit register by reversibly dec​re​ment​ing the register until it is zero, then latching in the result (which is just a “single” irreversible operation) to pro​vide empty space for later reuse.  But no, the fundamental laws of nature always have the last word.  It is easy to show that in order for the latch to work reliably for all order 2n steps, the energy dis​sipation from the one latching event must be at least as great as that required to erase all of the bits separately.

Or, if the zero state is not latched, but instead immediately continues along some further sequence of reversible in​ter​​actions with the rest of the system, there is still order n entropy present in the exact timing of this event.  If the ef​fect of the event is to have a predefined in​teraction with the rest of the computer, the entropy of this unknown timing in​formation must still somehow be dealt with.

No, the only way to get rid of re​ver​si​ble logic, if there is one at all, must be at some higher level of programming, if, for example, we found a way to translate any irreversible computation into a re​ver​sible one taking exactly the same resources.  Then, a reversible low-level cir​​cuit could emulate an irreversible ma​chine performing a given com​pu​ta​tion, and we could say that the emulated ma​chine is not using reversible logic at its high​er, software level (even though its em​ulator is still using it, at the hardware level).  But at present, no methods are known to do this in general, without introducing nontrivial (asymptotically increasing) overheads in the emulation process, and it fur​ther​more seems likely that such overheads are unavoidable [
].

7. Pitfall:  Using fundamentally non-adiabatic components (such as diodes) in a supposed “adiabatic” circuit.
Some researchers have attempted to design so-called “adiabatic” circuits that use components that are fundamentally non-adiabatic in their operation, such as diodes, in parts of a supposed adiabatic circuit, such as in the charge return path.  For very fundamental thermodynamic reasons, diodes are non-adiabatic: the asymmetry of their conductance in the two directions implies there must be a built-in voltage drop across them.  This “diode drop” is a source of significant non-adiabatic energy dissipation, dissipation that does not scale down as current decreases.  (The power dissipation scales down, but the total energy loss doesn’t.)  This is a basic error of adiabatic logic design; such circuit designs can never yield very significant energy savings. 
8. Pitfall:  Forgetting to obey one of the fundamental adiabatic transistor rules that have been long known.
Watkins described one version of these rules as early as 1967 [
].  These rules were previously long known in the electromechanical relay community as the rules for “dry switching.”  In that context, they were designed to prevent sparking between the relay contacts, which would cause corrosion and eventual failure.  The same rules are required to guarantee adiabatic operation internally within digital logic.

The rules are: (1) never turn on any conductance switch (e.g. a transistor) when there is a significant (non-negligible) voltage across it (i.e., between its source and drain terminals), and (2) similarly, never turn off any switch adiabatically when there is a significant current going through it.
The first rule is often recognized by adiabatic designers, but the second rule is just as often ignored.  The reason for this rule is that no real switch can proceed from the “on” state to its “off” state instantaneously; “threshold” volt​ages between on and off states are never true step functions.  There is always some gate voltage range and an ac​companying transitional period, during which the switch has some intermediate level of conductance.  This transition per​iod is particularly non-negligible when the switch’s state is itself being changed via a gradual, adiabatic tran​sition, which is necessary in any fully-ad​i​a​batic logic.
During this transition, the initially negligible voltage drop across the device increases substantially, yet the resistance has still not grown extremely large, and so the P=V2/R power increases sub​stantially during the transition, and the dis​sipation during the transition can easily overwhelm the dissipation in the rest of the circuit.  A simple numerical integration shows that a total dissipation much greater than kT results when performing adiabatic transitions at the very same speeds that would result in dissipation much less than kT in circuits that obey the rule [21].
Missing this second rule is an easy error to make.  Even my predecessors in the MIT reversible computing project made this mistake at one time; the original version of the SCRL circuit technique they designed [
] actually contained this bug [21].  Fortunately, in the case of SCRL, the bug is easy to fix, by, for example, simply adding a single transistor
 to the 2-input NAND and NOR gate implementations [21].  Unfortunately, some other “adiabatic” logic schemes (e.g., de Vos’s circuits such as [
]) make this mistake more pervasively, and are less easy to repair.

One implication of rule (2) is that during the transitional period when a transistor is being turned off, the voltages on its source and drain nodes are either required to remain steady at (static or dynamic) fixed levels, or, if they are being varied, they must at least be independently varied (that is, without current flow through the transistor) along identical voltage trajectories.

9. Myth:  Sequential (as opposed to combinational) logic cannot be im​ple​men​ted adiabatically.
Some early adiabatic logic proposals (e.g., Hall’s [
]) did not offer a way to do sequential logic.  However, we now know that it is easy to do.  Of course, the function mapping the old state of the machine to its new state must be logically reversible, in order for the state-updating circuitry to be fully adiabatic.  But, any desired digital functionality can still be embedded in such a reversible design.  Fully reversible, general-purpose gate arrays [
] and RISC-style microprocessors [
] have been built.
10. Myth:  Adiabatic circuits inevitably require large numbers of clock/​power rails and/or logic levels.
Although this was true of many early schemes, including MIT’s own SCRL [
], more recently I have come up with a fully-adiabatic, pipelinable CMOS logic style (patent pending) that only requires 4 distinct clock/power input signals, and only uses 2 distinct voltage levels.
11. Pitfall: Using the simplistic models of computing that are traditionally used in computational complexity theory to compare the efficiency of reversible vs. irrever​sible algori​thms.
The problem is that the traditional models of computing (studied by most the​oretical computer scientists since Turing) are fatally inadequate for en​gin​eer​ing purposes, because they com​plete​ly ignore the unavoidable engineering re​al​ities that result from the reversibility of physics.  In the traditional models, re​ver​sible com​pu​ta​tions are a special case, a constrained restriction on the “more gen​eral” irreversible models.  As a re​sult, reversible computing appears in those models to be fundamentally less ef​ficient [24].  However, as a matter of fact, in physical reality, at bottom, the universe is always performing a re​ver​si​ble computation, and so to perform a com​putation using only “irreversible” log​ical operations is to place an extra, un​necessary restriction on the type of gates that are physically possible, that is, to constrain oneself to only using op​erations that necessarily transform some known information to entropy on each step.  The truly more general model of com​putation is one that permits re​ver​si​ble operations to be performed with negligible entropy generation whenever that is so desired by the logic designer or programmer.  It is a model that gives the designer strictly more power to optimize the efficiency of the computation.  And, in these new models, it is indeed pos​sible to prove that reversible computing con​fers strictly greater asymptotic ef​fi​cien​cy (by many measures, including time-efficiency and cost-efficiency) than any possible machine that is restricted to irreversible operations only [21].  As en​gin​eers, we need to focus our attention on these new models, which incorporate more of the relevant facts of known physics [
].
12. Pitfall: Restricting oneself to using some overly restricted adiabatic logic family that does not offer the maximum possible asymptotic efficiency.
This is another trap that even our own group at MIT fell into, in limiting ourselves to our overly-tightly-con​strain​ed SCRL circuit style.  I realized that this was a mistake in the Spring of 2000, when I analyzed the asymptotic cost-efficiency of a simple ripple-carry adder in SCRL, taking the adiabatic speed​energy tradeoff into account, and real​ized that a strict SCRL approach was actually strictly less efficient asymp​tot​i​cal​ly than a simpler, non-pipelined retractile cascade approach to doing ripple-carry adds.  Our group had made the mistake of assuming that just because pipelined circuits are nearly always more cost-ef​ficient than non-pipelined circuits in the irreversible world, the same would be true in the reversible world.  But this is not so.
This example illustrates the more gen​eral point (pitfall #13) that the best re​versible algorithm for performing a given task does not always have any di​rect correspondence to the best ir​rev​er​si​ble algorithm for performing that task.  Thus, designers must eventually be given direct access to reversible gates in the hardware, rather than being con​strained to designing circuits in ir​rev​er​sible fashion and relying on design tools to make the translation.

However, in the short term, before re​ver​sible hardware algorithms have been designed for many problems, de​sign tools that perform such translation may still have a useful role, namely in permitting legacy designs to be quickly re​implemented in a reversible style that obtains some of the benefits of adiabatic design.  In [13] I showed that even an automatic translation could achieve as much as a factor of 1,000( cost-ef​ficiency boost (compared to irreversible circuits) by the 2050’s, although pro​grammer input might yield as much as an additional factor of 100( im​prove​ment.

In light of this, I currently have several stu​dents working on a project to do synthesis of mostly-adiabatic circuits (with an optimized degree of re​ver​si​bil​ity) directly from VHDL source.  But in the longer run, we need to extend our hardware description languages them​selves, to add reversible language con​structs.

I have designed an adiabatic CMOS logic style that is, in a sense, just about the most general one possible, in that it permits implementing any 2-level or 3-level adiabatic CMOS circuit that is consistent with the fundamental a​di​a​bat​ic transistor rules that I described earlier.  I am currently working on developing an abstract language for describing hierarchical logic blocks in this circuit style that guarantees that so long as the de​clared timing constraints on the in​ter​faces of two interconnected adiabatic logic blocks are simultaneously satisfied, the composition of the two logic blocks to​gether is guaranteed to be adiabatic.  De​sign tools can automatically syn​the​size the most general description of the interface constraints for the adiabaticity of a higher-level block from those of its sub-blocks.  The lowest-level blocks, in​div​idual CMOS transistors, have simple descriptions in the constraint language.  Plan​ned extensions to the VHDL lan​guage will allow programmers to de​scribe efficient mostly-reversible hard​ware algorithms, from which efficient mostly-reversible adiabatic circuits can be easily synthesized.  Unfortunately, I cannot say more about these forth​coming developments at this time, as the University of Florida will be applying for a patent on the details.
13. Pitfall: Assuming that the most efficient reversible algorithm for a given computational task is similar to the most efficient irreversible algorithm for performing that task.

I already mentioned one counter-exam​ple in discussing ripple-carry ads in Pit​fall #12.  Another example, mentioned in my thesis [21], is the all-pairs shortest-path problem in graph theory.  The Floyd-Warshall algorithm is a fairly effective irreversible algorithm, but its reversible equivalent is outperformed by an alternative reversible algorithm, which is less efficient in an irreversible setting.  
As a result of the existence of this pitfall, we should not try to hide the underlying reversibility of physics from the (hardware or software) algorithm designer; otherwise we are tying their hands, and preventing them from cre​a​ting the asymptotically most efficient al​gor​ithm for a given task.

14. Fallacy:  The algorithmic overheads of reversible computing outweigh the cost-efficiency benefits that can be gained from adiabatic operation.
The fact that algorithmic overheads (both constant-factor overheads, and overheads that asymptotically increase with problem complexity) do exist for re​versible computing is true.  In terms of either the number of logical ops performed, or the algorithmic “space​time” (bits in use, times cycles), re​ver​si​ble computing in general requires more computational work.  But, it is a fallacy to conclude that therefore reversible com​puting can not be more cost-efficient than irreversible computing overall.  As I mentioned in Pitfall #11 above, this con​clusion results from using overly sim​plistic models of computing.  If using more physically realistic models, that take basic physical constraints from ther​mo​dynamics, quantum mechanics, and rel​a​tivity into account, one sees that in​cluding the option for optimized mostly-reversible computation yields strictly greater cost-efficiency (even when all overheads are in​clud​ed) on many prob​lems.  The reason is that real-world costs are determined not so much by al​gor​ith​mic spacetime as by real spacetime (or, hardware times time), and not so much by ops performed as by free-energy spent.  When one studies the real costs, reversibility wins, hands-down [13].
15. Myth:  Adiabatic and/or reversible design is necessarily difficult.
Yes, it is somewhat difficult today, but this is primarily only due to a lack of suitable design tools.  As I describe in Pitfall #12 above, in my group, we are currently working on remedying that situation by designing HDLs and tools for synthesis of efficient circuits that are adiabatic and reversible to whatever degree the designer desires, and the technology is capable of.

Even with good tools, reversible design (of circuits or software al​gor​ithms) may still seem awkward at first, but I can attest from my own experience that one quickly becomes accustomed to it.  In cases where the designer is not yet com​fortable with it, automated ap​proaches can be used, although these will in general be less efficient than a hand-made reversible design (see pitfall #13).

16. Pitfall: Failing to optimize the extent to which reversible logic should be used in an adiabatic system.
It is a mistake of some reversible com​pu​ting researchers to go too far, and claim that a computer should be com​plete​ly reversible.  This is not good en​gin​eering.  Instead, the fraction of logic operations which are done reversibly should be optimized so as to maximize total cost-efficiency in the given VLSI tech​nol​ogy and for the given application.  However, what is true is that our design methodology and tools should never art​i​fic​ially constrain the attainable degree of reversibility to be less than some ar​bi​trar​ily chosen level.  Instead, good de​sign practice should be capable of har​nessing as great a degree of reversibility as may be beneficial in any future device technology.  As circuit Q’s increase, the optimal degree of reversibility increases as well [32].  Good forward-thinking design practice should make it possible to build designs that come as close to 100% reversible as the device char​ac​ter​is​tics may allow.
In my research reported in [13], I did exactly this: optimized the degree of reversibility of emulation algorithms so as to maximize system cost-efficiency, given the low-level device char​ac​ter​is​tics.  It is not particularly difficult.

Eventually, when/if device Q’s be​come high enough that fully-reversible op​eration of complete microprocessors be​comes practical, we will even need reversible instruction-set architectures and programming languages, to enable the software designer to program hand-optimized reversible algorithms.  In an​tic​ipation of this event, work on such re​ver​sible architectures [30] and languages [21] has already begun.  However, for the near term, it is now clear that re​ver​si​ble HDLs will be more immediately val​u​able for energy-saving purposes, since they require less nearly perfect devices.

17. Pitfall:  Ignoring charge leakage in low-power/adiabatic design.
18. Fallacy:  The fact that MOSFET on/off ratios get worse as devices get smal​ler means that leakage will ev​en​tu​al​ly set a permanent lower limit on en​er​gy dissipation, and therefore adiabatics is doomed.
19. Fallacy: Smaller devices will always be better.
I will treat all three of these items at once. Charge leakage, both across chan​nels of nominally “off” transistors and along other pathways, is a major issue for all low-power electronics, including adiabatics.  It is a mistake to ignore it.
Furthermore, this problem becomes worse as circuits shrink, for the simple (and inevitable) reason that electron tun​nel​ing increases exponentially.  This in​crease can only be prevented by in​creas​ing the height of potential-energy bar​ri​ers, but the combination of increasing po​ten​tials and decreasing distances is not com​patible with keeping electric fields at a low enough level to prevent barrier ma​terials from literally tearing them​selves apart.
So, this problem will inevitably re​sult in a stabilization of the minimum size of functional nanoelectronic cir​cuits, at a pitch somewhere between 1 and 10 nm, sizes which are (not coincidentally) comparable to the Fermi wavelengths of electrons in conducting and semiconducting materials, re​spec​tively.

The question is whether the presence of substantial leakage at this limiting scale counts as a strike against the long-term economic viability of adiabatic cir​cuits.  I claim that it does not.  My ar​gu​ment for this is simple.

First, even if device sizes level off, man​ufacturing costs per-device will ar​guably continue to decrease (even if grad​ually) over time, simply due to eco​nomic improvements in manufacturing pro​cess efficiency.  As the cost to build de​vices of a given size decreases, it becomes more cost-effective to actually build larger devices.  The larger devices, having larger separations, which in turn enable larger barrier voltages, will have leakage that is exponentially smaller.  As a result, at given cost, many more de​vi​ces can be packed into a unit having given standby power consumption.  The total number of devices per system will continue to increase, while the leakage per device will decrease, meaning that an increasing fraction of logic operations would need to be done reversibly in a de​sign that aims to maximize overall cost-efficiency.  It is easy to see that the re​quired slight increases in device size (and the implied accompanying slight increases in inter-device communication delays) will be much more than com​pen​sated for by the presence of the larger num​ber of devices having greater in​div​i​d​ual energy efficiency.  I am currently working on a detailed analysis to quan​ti​ta​tively illustrate these expectations.

20. Fallacy: Simply saving the initial state and all inputs is enough to make a computation reversible.
Many people make this mistake when they first hear that reversible computing involves a one-to-one function from old state to new state.  This is globally true for any deterministic computation in which the input is preserved.  But the bi​jec​tivity requirement for reversibility is ac​tually stronger than this; it applies not just to the global state of the machine, but to the local state change that is per​formed in every single logic device (at least, to the extent to which the resulting de​gree of reversibility optimizes cost-ef​ficiency).  Obviously, the mere remote pres​ence of information that correlated with a given bit is not sufficient to re​ver​si​bly uncompute that bit.  No, the cor​related information has to be brought physically to the given bit and used to con​trol its uncomputation.
21. Fallacy:  The impossibility of ideal switches means that adiabatic circuits cannot implement reversible computing.
This fallacy was committed by Schlaffer and Nossek in [
].  After spending a long time showing that ideal voltage-controlled switches are thermo​dy​nam​i​cal​ly impossible—which is already obvious—they bafflingly proceed, in a totally un​jus​tified leap of illogic, to the conclusion that real-​world, approximate, non-ideal switch​es are not useful for im​ple​menting physically reversible logic.  Of course, it is obvious that no real pro​cess can be perfectly physically re​ver​sible, meaning that it would have ab​so​lutely zero entropy generation, simply be​cause no real system can ever be per​fectly insulated from un​wanted in​ter​ac​tions with its un​controlled external en​vi​ron​​ment.  But, to the extent to which a real (e.g., CMOS) device can ap​prox​i​mate an ideal device, for example by hav​ing high on/off cur​rent ratios, it can in​deed implement circuits that are phys​ically reversible, up to the limit de​ter​mined by its imperfections.  This has been done, in all good adiabatic designs!  
I hereby chal​lenge Schlaffer and Nos​​sek (or any other researchers) to de​mon​strate any factor apart from leakage and power supply Q (whose implications are already well un​der​stood) preventing the approach to phys​ical reversibility of a logically reversible adiabatic circuit style that obeys all the transistor rules, such as, for example, SCRL, after it is repaired as I discussed in Pitfall #8 above, and in [21].
My suspicion is that Schlaffer and Nossek perhaps encountered one of the many “reversible” adiabatic logic schemes that didn’t actually obey the a​di​abatic tran​sis​tor rules (e.g., [27]), and mis​takenly concluded that just because that one example didn’t work, im​ple​menting asymptotically reversible logic (up to the leakage limit) cor​​rectly using adiabatic switching techn​iques was somehow im​pos​sible.  But, their paper does not at all prove this.
Conclusion

After clearing up the many mis​understandings about the field of a​di​a​batic circuits and reversible logic, it is clear that the subject is far from dead, and in fact, its ideas can be virtually proven to be a vital necessity for the long-term future of digital systems engineering.
�  Computer indus�try giants, you would be well-advised to heed these words closely, for, I guarantee you, this technology is your destiny. (


� However, it turns out that these are easy to fix.


� This particular fix was suggested to me by Norm Margolus, one of my thesis advisors.
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