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Nanocompuier  Lovesuexey Abirac
F olzl::i::i(:;::gf:;atlh e « What is Nanocomputer Systems Engineering?
svstems Desi f 21st — Interdisciplinary engineering of computers w. nanoscale parts.
c eflgn g st- — Recognizes tight interplay between physics and computing.
Engineering  “rednicey ™ + Pyl Computg Thery
echnology — Models of computing based on fundamental physics.
Michad P. Frank — Powerful, accurate, and technology-independent.
U Ir‘lliverSiEy of Florida — Key capabilities include reversi ble and quantum computing.
College of Engineering + Technology Scaling and Systems Analysis
De’]anfm gts of CIfSF ang ECE — Compared cost-efficiency of reversible vs. irreversible technologies.
mp I'se.url.edu — Reversible computing may win by factors of >1,000x by mid-century.
X — We outline how this projection was obtained.
Intgrlr?gt?clyzr? Irléer%:rqgerv}/r?g;lgc'):r?;;jrrt?um « Conclusion: Moreattention should be paid to the design of
reversible, ballistic device mechanisms.
M arlb‘?mugg' gﬂ-) zmgusats — Low leakage, high Q factor will both be critically important in bit-device
Une 25-25, engineering for nanocomputers.
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ITRS Feature Size Projections
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ITRS Feature Size Projections
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A Precise Definition of Nanoscale

1045 m=31.6 pm
Microscale:

105m=1pym | Characteristic length scale of
Microcomputers
1075 m=~31.6 nm

Ner 3 Nanoscale:
nano-

10°9m=1nm _ |sde \_Characteristic length scale of
Far Nanocomputers

~Atom size —— | pano-

1005 m= 31.6 pm -scde

Picoscale:

Characteristic length scale of
Picocomputers (if possible)

102m=1pm _|
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Min transistor switching energy, kT:
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Trend of minimum transistor switching energy
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Key Principles of NCSE

¢ Design for Generalized Cost-Efficiency
¢ Physics-Based Modeling

¢ Technology-Independent Models

e Multi-Domain Modeling
 Hierarchical Modeling

e Global System Design Optimization
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Cost EfflClency
The Key Figure of Merit

¢ Claim: All practical engineering design-
optimization can arguably be ultimately reduced
to maximization of a generalized, system-level
cost-¢fficiency characteristic.
— Given an appropriate model of cost “$’.
« Definition of the Cost-Efficiency % of a process:
* Maximize % by minimizing $,.,.
— Note: Thisis valid even when $;,, is unknown

e CI[SE JEFE
The Generallzed Amdahl’s Law
of Diminishing Returns
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Hlerarchlcal System Design

¢ Abstract from sub-component
designs to values of key
summary characteristics.

Summary characteristics
Cop Cepr -+
Enclosing System S
design variables

* Separates super-system Ve Vg -
design from sub- Summary Sumrmary
system design. 'Eimcm/ \“’:‘ﬁ?"f‘_‘?s
* Facilitates global d:g?\y\?a?inat;ll-:es dZZ?f:?ﬁ;
optimization of Vip Vi, - Viy Vi, e
system across all gummary
levels of design. of lower-level

subsystems

SRR G
mportant Cost Categoriesin
Computing
 Hardware-Proportional Costs: Focus of most
— Initial Manufacturing Cost theory about
¢ Time-Proportional Costs: ?C"O”;f”feat-i{’ nal
— Inconvenience to User Waiting for Result piexty:
¢ (HardwarexTime)-Proportional Costs:
— Amortized Manufacturing Cost
-M alntenance & Operation Costs These costs
— Opportunity Costs must be
« Energy-Proportional Costs: nelucied also in
~ . practical
— Adiabatic Losses theoretical
— Non-adiabatic Losses From Bit Erasure models of
— Note These may both vary nanocomputing!
independently of (HWxTime)!
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Computer Modeling Areas

Logic Devices

. Technology Scaling

Interconnections

Synchronization

Processor Architecture  11.Cost

Capacity Scaling | Ay Optimal, Physically
Realistic Model of Compu-
ting Must Accurately
Address All these Areas!

7. Energy Transfer
8. Programming
9. Error Handling
10.Performance

© ok wNPRE

TORIDA L %
Three-Pass System Optimization

¢ A general methodology for the interdisciplinary
optimization of the design of complex systems.

Summary charecteristics Cg A v
cy=
Toplevel System St optV(Cy) e
Design variables Vg = /o(Ci(V1)

Summary chaacteristicsC; | | Cy(V;,

MidHevel Subsystem T: = opt Vy(C,) Vpi=
Design variables V; =.. opt
Summary characteristics C, CylVp) = e VG
Low-level Component U, opt v,
Design variables =Y V,=opty,
Pass#1 Pass#2 Pass#3

1) Express system performance 2) Compose 3) Select optimized
characteristics as functions of optimization values of design
component design variables. procedures. parameters.
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Fundamental Physical Limits of Computing

Implied Affected Quantities in
Thoroughly . . .
Confirmed Universal Facts Information Processing
Physical Theories
Uncertainty Information Capacity
Theory Of Principle
Relativity |\ /" Foumor
of Energy
Quantum Memory Access Times
2nd Law of "
Theory Thermodynamics

Adiabatic Theorem

\

Energy Loss
per Operation
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Landauer’s 1961 principle from basic quantum theory
Before bit erasure: After bit erasure:

o[l Bl — (@
distinct R : R
states ) -
\Sﬂj" @ Unitary ~—r 2N
— (1-1) >diS[inCt
evolution states
v (| S Blf——|| <z [
distinct : :
= s O s [
 —  —

Increase in entropy: S = log 2 =k In 2. Energy lost to heat: ST = kT In 2
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CORP: Computing with Optimal
Realistic Physics

¢ A comprehensive model based on the RQ3M:
— The Reversible/Quantum 3-Dimensional Mesh
— A proposed “ultimate’ (UMS) model of computing.
— Universally Maximally Scalable (UMS):
* Means, as efficient as any physically
possible computing machine at any
given problem, within at worst a
constant asymptotic factor.
—"“Tight Church’s Thesis”” My
proposed conjecture, that the
RQ3D is, in fact, a UM S model.
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CORP Device M odédl

¢ Physical degrees of freedom (sub-state-spaces)
broken down into coding and non-coding parts.
— These are then further subdivided as shown below.
¢ Components are characterized by geometry, delay, &
operating & interaction temperatures within & between
devices and their subsystems and subcomponents.

Device
Coding Non-coding
Subsystem Subsystem
Logical Redundancy Structural Thermal
Subsystem Subsystem Subsystem Subsystem

CISE _3%
CORP Technology Scaling M odel

 For simplicity, assume ordinary Moore's Law
type scaling until nanoscale limits are reached.
e Some important limiting considerations:
— Entropy densities in (atomic) materials at normal
pressures max out around 1 bit per cubic Angstrom.
« Achieving significantly grester densities appears to require
infeasibly high pressures.
— Room temperature (300K) corresponds to a maximum
frequency of quantum bit-operations of 12.5 THz.

« Significantly higher temperatures cause melting of all
atomic structures, except at extremely high pressures.
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CORP Capacity Scaling Mod€l

¢ Multiprocessing model

« Mesh-type (locally connected) interconnect
structure

¢ Thermal pathways explicitly represented!

¢ Scaling in 3D up to thermal limits

« Device frequencies can be scaled down as

number of devices increases, for maximum
energy efficiency and cost-efficiency

ecica nd Compai tsinaaing,
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Other Aspects of CORP Modeling

« Interconnect & Timing Models

— Interconnects and oscillators can be treated as just special
cases of devices.

— Generalized mesh-style interconnect network.
¢ Architectural Modd (Logic gates up to Processors)
— Architectural design tools & methodologies should not
preclude efficient reversible & quantum hardware designs!
¢ Programming Model
— Should support standard programming paradigms.

— But, should also permit expressing efficient reversible &
quantum algorithms, in cases where these are beneficial.

e
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HeCHca) ANACOMMI EABIRELIING,
Property of Required for Required for
Computing Quantum Reversible
Mechanism Approximate Meaning Computing? Computing?
(Treated As) System'sfull invertible Yes, device & system | No, only reversible

Unitary quantumevolution, w. all | evolution must be evolution of classical
phase information, is modeled as ~unitary, state variables need be
modeled & tracked within threshold tracked

Coherent Pure quantum states Yes, must maintainfull | No, only maintain
don't decohere (for us) dlobal coherence, stability of local pointer
into statistical mixtures locally withinthreshold | states+transitions

Adiabatic No entropy flow infout of | Yes, must be above a Yes, as highas possible
computational subsystem | certain threshold

I'sentropic/ No new entropy generated | Yes, must be above a Yes, as highas possible

Thermodynamically | by mechanism certainthreshold
Reversible

Time-I ndependent Closed system, evolves

No, transitions can be

Yes, if we care about

Hamiltonian, autonomously w/o externally timed & energy dissipationin
Self-Controlled external control controlled the driving system
Ballistic System evolves w. net No, transitions can be Yes, if we care about
forward momentum externally driven performance

Organization of Talk
4. Reversible Computing
5. Cost-Efficiency Analysis of RC
6. Conclusions

‘Some Claims Agains Reversible Computing

Eventual Resolution of Claim

John von Neumann, 1949 — Offhendedly remarks during a lecture that computing
requires kT In2 dissipation per *elementary act of decision” (bi-operation)

R e e B e O En /o
it, but succeeds only for logicaly irreversible operations.

e
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Rolf Landauer, 1961 — Proposes that the logicaly ineversible operations which
necessarly causedissipation are unavoidable.

Landauer's argument for unavoidebilty of lagically irreversible operations was.
conclusively refuted by Bennett's 1973 paper.

Bemel's

1089,

Bennelt's models criticized by various parties for depending on random Brawnian
‘motion, and not making steady forward progess.

Fredkin and Toffoli a MIT, 1980, provide ballistic “billiard ball” model of
reversible computingthal mekes steady progess.

Freckin's origind billizrd-ball model
ischantically unstzble.

Zurek, 1984, shows that quantum models can avoid the chaotic instabilties
(! dso)

work d the

dassical
nanoscale, for unspecified or vaguely-stated ressons

Drexer, 1980's, designs various mechenicd nanoscae reversible logics and
careully andlyzes their energy dissipation

Carver Mead, CalTech, 1980 ~ Attempts to show thet the kT bound is unavoidable
in electronic devices, via a collection of counter-examples.

No general proof provided. Later he asked Feynman about the issue in 1985
model of

Various paties point out that Feynmen's model only supports seridl computation.

Magolus @ MIT, 1990, demonstrates a parallél quantum model of reversible
computing—but only with 1 dimension of pardllelism.

People question whether the various theoretical models can be valideted with &
working dectronic implementation

Seitz and colleagues &t CalTech, 1985, demonstrate working energy recovery
dircuits using adiebatic switching principles.

sz, il Koller & Athas, Hal, and Mekle (1992) ssparately devise gmerd reversible
combinational logics.
Koller & Athas, Younis & Knight @MIT do reversible sequential, pipsinesbleciruits in 1993.94.
Vi, Frank and coworkers a M IT, 1995.99, by demonstrating
uvezzonable design convolutions. Stagtlowad desgns for fulyrevesible, scadle gdte aays,

Some computer sence theorists suggest that the dgprithmic overheads of

Frank, 1097-2008, publishs
daims for the most general v applications.

et ih-uaity powersupp
dificut tobuld detronicaly.

Frark, 2000, suggest resonators for high-
quality energy recovery with desired wavef orm shape and frequency.

Frank, 2002

Maglus)

Later that yesr, Frank devises a smple mechanical modd showing thet parallel

Bistable Potential-Energy Wells
¢ Consider any system having an adjustable,
bistable potential energy surface (PES) in its
configuration space.
» Thetwo stable states form a natural bit.
— One state represents 0, the other 1.
* Consider now the P.E. well having 0
two adjustable parameters:
— (1) Height of the potential energy barrier
relative to the well bottom

— (2) Relative height of the left and right
statesin the well (bias)

(Landauer *61)
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Poss ble Parameter Setti ngs
« Wewill distinguish six qualitatively
different settings of the well parameters, as
follows...

Barrier
Height

Direction of'Bias Force

D E CISE ...
Possible Adiabatic Transitions
e Catalog of all the possible transitionsin
these wells, & not & (Ignoring superposition states.)

1
tesk Sates

.| BB s

) AN
Height ¥ N7 T

Direction of Bias Force
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Ordinary Irreversible Memory

¢ Lower abarrier, dissipating stored information.
Apply aninput bias. Raisethe barrier to latch

_the new information _ Retract
into place. Remove input input
bias. o
Di ati
0 Raract [0 hefsanl gg Barrier,
input made as low up
B amer\ askTIn2
up Input Input
Example: 0" “1"
DRAM 0 N /[ 1

¥2) UNIVERSITY OF

@FHORIDA L [
One Mechanical Implementation
State
knob
L — |
. —
R'QS“NGT d Barrier Leftward
ias ed .
spring \ooe spring bias
Barrier up
Barrier down

@USHIE CISE . 3%

Ordinary Irreversible Logics

¢ Principle of operation: Lower abarrier, or nat,
based on input. Series/parallel combinations of
barriersdo logic. Major
dissipation in at least one of
Input the possible transitions.

changes,
barrier
lowered

« Amplifies input signals.

Example: Ordinary CMOS logics

Output
0 irreversibly
changed to 0

y Input Blas Clocked-Barrier Logic

* Cyde of operatl on: . . Can amplify/restore input signal
— (1) Datainput applieshias i the barrier-raising step.

« Add forcesto do logic /

—(2) Clock signal raises barrfer (3)

— (3) Datainput bias removed @

Can reset latch )

reversibly (4)

given copy of @
contents. (4N\\(2

0,

Q@

Examples: Adiabatic &) (1)
QDCA, SCRL latch, Rod 0 N 1
logic latch, PQ logic, (4) 4
Buckled logic
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Input-Barrier, Clocked-Bias Retractile

. . « Barrier signal amplified.
* Cyde Of Opaatl on: « Must reset output prior to input.
— Inputsraise or lower barriers ~ * Combinational logic only!
« Do logic w. series/parallel barriers

— Clock applies bias force which changes state, or not

0 0

(2) Input barrier height

Examples:

Hall's logic, 0 N 1
SCRL gates,

Rod logic interlocks (2) Clocked force applied —

FuII Classcal Mechanica Model
Thef(_)llovvl ng componentsare e
et tepsssne () o=

sable, classcal reversible
computing system:

(a) Ballistically rotating flywheel
driving linear motion.

(b) Scalable mesh to synchronize
local flywheel phasesin 3-D.

(c) Sinusoidal to flat-topped
waveform shape converter.

(d) Non-amplifying signal inverter
(NOT gate).

Non- lifying OR/AND gate. n
© .on ampli }/l.ng gate. .
(f) Signal amplifier/latch. :n-'"mr
. =
Primary drawback: Slow propagation © U .
speed of mechanica (phonon) signals. cf. Drexler ‘92
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MEM S/ NEM S Resonators
« State of the art technol ogies demonstrated in lab:
— Frequencies up into the microwave (>1 GHz) regime
—Q's>10,000 in vacuum, several thousand even in air!
« Arerapidly becoming the technology of choice
for commercial RF
filters, etc., in =
embedded =
communications -

SoCs (Systems-on- |+ w\

a-Chip), e.g. for ¥

cellphones ,
P \ P

Input- Barrler Clocked-Bias Latching

Cycle of operation:
1. Input conditionally lowers barri

er

¢ Dologic w. series/parallel barriers

2. Clock applies bias force; conditional bit flip
3. Input removed, raising the barrier & ‘W
locking in the state-change @
4. Clock 0 o
bias can @ @ (3)
retract @
Examples: Mike's
4-cycle adiabatic @ 2
CMOS logic 0 N 1
A MEMS Supply Concept

Sketch of MEMS Trapezoidal Voltage-Waveform Resonator for

Adiabatic Circuits

Top view:

Energy stored Tﬁ
mechanically. [

Variable coupling v

- ﬂ—‘_{ ptein
strength — custom ff“ =] . o

wave shape. T e
Canreducelosses o - L
through balancing,
filtering.

2LAL: 2-level Adiabatic Logic

(Implementable using ordinary CM OS transistors)

Use simplified T-gate symboal:
Basic buffer element:

— cross-coupled T-gates in
Only 4 timing signals,
4 ticks per cycle:

— (@ risesduring tick i

— (@ falls during tick i+2 mod 4

®
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2LAL Cycle of Operation

Tick #0 Tick #1 Tick #2 Tick #3
Q-
inali linaoﬁ
—_— —_—
in /ﬁ Tﬁomqlﬁ \ P
®-1 ®-0
in=0 $ -1
in= out-0
=8 o T
out=0
-1 %0
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2LAL Shlft Reglster Structure
 1-tick delay per logic stage:
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More compl ex logic functions
¢ Non-inverting Boolean functions:

9
A ®
A
T
AB
AB
« For inverting functions, must use quad-rail
logic encoding: A=0 A=1
—Toinvert, just

Ad | |
' Al N /] 1]

swap therails!
. Zao—transisor Al 7

inverters.”

Reversible/ Adiabatic Chips
Designed @ MIT, 1996-1999

By the author and other then-students in the MIT Reversible Computing group,
under AI/LCS lab members Tom Knight and Norm Margolus.

Pendulum
Tick FlatTop

First Fabbed  First Adiabatic Adiahatic First Fully
CPU with a FPGA RAM Adiabatic
Reversible ISA CPU

o ™ Ul:;wﬂll;ﬂ;;wﬂ““
Reversible Emulation - Beng9
0 Segments completed — 8 0 Segments completed — 9

30

< owm uonRIMUNS

=
S
L
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A Showcase Application of Our
NCSE Methodology

¢ Animportant research question to be answered:
— As nanocomputing technology advances,
will reversible computing ever become
very cost-effective, and if so, when?
« We applied our methodol ogy as foll ows:
— Made Realistic Model (Obeying Constraints)
— Optimized Cost-Efficiency in the Model
— Swept Model Parameters over Future Y ears
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Important Factors
Included in Our Model

e Entropic cost of irreversibility

« Algorithmic overheads of reversiblelogic

e Adiabatic speed vs. energy-usage tradeoff

e Optimized degree of reversibility

e Limited quality factors of real devices

e Communications latencies in parallel algorithms
 Redlistic heat flux constraints

Technoy-l ndependent M odel of
Nanoscale Logic Devices

lqg Bitsof internal logical state information per nano-
device

Sop [~ Entropy generated per irreversible nano-device
operation

t.  — Time per device cycle (irreversible case)
Si: | Entropy generated per device per unit time (standby
' rate, from leakage/decay)
Sops T ENtropy generated per reversible op per unit

" | frequency
¢yt Length (pitch) between neighboring nanodevices
Syt Entropy flux per unit area per unit time

cica nd Compai bl naaing,

uuuuu T ‘

1000 M

Entropy generated

per irreversible bit

bsolute transition, nats

ermodynamic
et

Minimum pitch
(separation between
centers of adjacent
bit-devices), meters.

pmeter pifch limit

Minimum time per
irreversible bit-device
transition, secs.

Minimum cost per
bit-device, US$

Fixed Technology Assumptions

» Total cost of manufacture: US$1,000.00

— User will pay thisfor a high-performance desktop CPU.
¢ Expected lifetime of hardware: 3 years

— After which machine is obsolete and mostly depreciated.
¢ Total power limit: 100 Watts
— Much greater than this and it would burn up your lap!
Power flux limit: 100 Watts per square centimeter
— Approximate limit of air-cooling capabilities
« Standby entropy generation rate:

1,000 nat/s/device

— Arbitrarily chosen, but achievable in today’ s technology

cica nd Compai bl naaing,

‘ 1.00E+33 1 1
O, ez | Scenario: $1,000/3-years,
° 100-Watt conventional
L00E+3L :
© computer, vs. reversible
U) o201 | computers w. same capacity.

1.00E+29

All curves
would —0
if leakage

not reduced.

I

| 2000 2010 2020 2030 2040 2050 2060)|
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More Recent Work

Optimizing device sizeto
minimize entropy generation

184
1.5\‘
14

Minimum 124 -
entropy AS,, 14

generated o8 %
per gperation, g

3
Logarithm of relative
decoherencerae, 4 <

= 2
110 =10 T Teog oy Redundancy N, of coding

information, natshit

BTN CISE ¥
Lower Limit to Entropy Generation

Per Bit-Operation

ZSTMIITT T T T [WTTTT T [T T T T [T T [T T
NN T (X (LT CCR A (CTINAT (AN Scaling with
NN T (X (LT CCR A (CTINAT (AN device's quantum
= ]y g T 1 I T (1T T “ iy
|——"row ‘quality” factor q.
i -in Smin [T LU LR
le Nopt Optimal
[ ~inSmin redundancy factor . i
(RO o IR ot I IR The optimal
SN i T i redundancy
O (TR (XN (AR I [ITR ) factor scales
(TR (IR (IR [ N (T | i as:
P T (TR TR I iy (I 1.1248(In q)
O (T TR (AR (IR A (T
AR (TN =< B (T e e M «The minimum
W i At i 111 | Exponent of factor
ST g i TT1 1 | | reduction of entropy entropy gener-
[y T Mm\m | | Eneraedper bit-op. ation scales as:
|n (1 nat/AS,) @ ~0.9039
[ (LA T 1A 1 1R LU LA R
B == o s s o oo
o1 0001 001 00001 0000001 0.0000001

Reawe decuhamcerae(lnvese quality factor), U0 = Td Teos= teoa/ taee

M
* Weare developing an integrated and principled
methodological foundation for analysisin the new field of
NanoComputer Systems Engineering (NCSE).

— Techniques like our Physical Computing Theory are needed in
order to properly address important and difficult questions.
« E.g., theredlistic cost-efficiency of reversible computing.

¢ Results from our analytical models to date indicate that
Reversible Computing offers extreme potential cost-
efficiency advantages for future nanocomputing.
— Even when taking its overheads into account!
¢ Thus, nanocomputing device engineers must focus harder
on the requirements for efficient reversible operation:
— E.g., Low per-device leakage rates, high resonant Q factors.
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